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ABSTRACT
Revenue forecasting for large business organizations is a challeng-
ing but important problem. As a multinational business organi-
zation, Bosch has an estimated 2,000,000+ time series capturing
monthly financial key figures at multiple organizational and prod-
uct hierarchies, which are forecasted every month into the future
12 month horizon to inform financial and resource planning. To
address this challenge, Bosch has developed an in-house forecast-
ing solution serving 20+ forecasting models, while a meta-model is
used for selecting a subset of these models best suitable for each
individual time series. The framework is designed to be flexible and
adaptive to support continuous introduction of new models, from
both an algorithmic and architectural point of view.

We show how we can utilize the flexible development environ-
ment on AWS to explore a set of neural forecasting models and
demonstrate a path for integration into the existing solution at
Bosch via REST API. While doing so we place special attention
on addressing the challenges brought forth by unexpected global
events such as COVID-19. We investigate recent deep neural net-
work (DNN)-based forecasters, which shows promising results for
many forecasting problems. More specifically, we include the off-
the-shelf Recurrent Neural Networks (RNN) and Convolutional
Neural Networks (CNN) models (DeepAR+ and CNNQR) available
fromAmazon Forecast, as well as a custom-built Transformermodel.
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The Transformer model incorporates a special module with atten-
tion adjustment to handle out-of-distribution COVID-19 period
data. Backtest results from the Amazon Forecast models and the
Transformer model are used to obtain ensemble forecasts, which
lead to robust forecasts over time. The ensemble model serves the
forecasting results to Bosch’s in-house product from a forecasting
pipeline implemented in the cloud in a modularized manner via
REST API, which is deployed and currently in production.
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1 INTRODUCTION
Revenue forecasting is a difficult but crucial task for strategic busi-
ness decisions and fiscal planning in most business organizations
[12]. Often, revenue forecasting is manually performed by financial
analysts and is both time consuming and subjective. Such man-
ual efforts are especially challenging for large-scale, multinational
business organizations that require revenue forecasts across a wide
range of product groups and geographical areas, as well as forecasts
at multiple levels of granularity. This requires not only accuracy
but also hierarchical coherence of the forecasts.

In this paper, first we give an overview a financial forecasting
solution for large-scale hierarchical revenue data at Bosch, devel-
oped by Bosch Center for Artificial Intelligence (BCAI). We then
introduce in detail how BCAI and Amazon Machine Learning So-
lutions Lab (MLSL) worked together to incorporate latest advances
in DNN-based forecasting models. Bosch is a multinational corpo-
ration with more than 70B Euro in sales revenue in 2020[9] with
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entities operating in multiple sectors including automotive, indus-
trial solutions and consumer goods. Given the impact of accurate
and coherent revenue forecasting on healthy business operations,
Bosch Center for Artificial Intelligence has been heavily investing
in the use of machine learning (ML) to improve the efficiency and
accuracy of financial planning processes. The goal is to alleviate
the manual processes by providing reasonable baseline revenue
forecasts via ML, with only occasional adjustments needed by the
financial analysts using their industry and domain knowledge. In
an agile manner the product development started with models only
leveraging historical information at a monthly granularity, with a
forecasting horizon of 12-month into the future.1

To achieve this goal, Bosch has developed an internal forecasting
framework capable of providing large-scale hierarchical forecasts
via customized ensemble of a wide range of base models. A meta-
learner selects the best performing models based on features ex-
tracted from each time series [7], following the practice described
in [23]. The forecasts from the selected models are then averaged
to obtain the aggregated forecast. The architectural design is modu-
larized and extensible through the implementation of a REST-style
interface protocol [22], which allows continuous performance im-
provement via the inclusion of additional models. The main goal of
the collaboration between BCAI and Amazon ML Solutions Lab is
to investigate a variety of neural forecasters and incorporate them
as part of Bosch’s model universe, which will be described in detail
in the paper.

Recent advances in neural forecasting have demonstrated state-
of-the-art performance for many practical forecasting tasks [6].
Compared to traditional forecasting models, many neural fore-
casters can incorporate additional covariates or meta-data about
the time series. We evaluated CNNQR [8, 30] and DeepAR+ [27],
two off-the-shelf Amazon Forecast models[2], as well as a custom
Transformer model. The three models were chosen as they cover
a representative set of the encoder backbones often used in neu-
ral forecasters: convolutional neural network (CNN), sequential
recurrent neural network (RNN), and transformer-based encoders.

One of the key challenges faced by the BCAI-MLSL team was to
provide robust and reasonable forecast under the impact of COVID-
19, an unprecedented global event causing great volatility on finan-
cial figures for all corporations world-wide. As neural forecasters
are trained on historical data, the forecasts generated based on
out-of-distribution data from the more volatile periods could be
significantly less accurate and reliable. We propose the addition of
a masked attention mechanism in the transformer architecture to
address this issue, as described in detail in Section. 3.2.

The neural forecasters we investigated can be bundled as a single
ensemble model, or incorporated individually into Bosch’s model
universe, and accessed easily via REST API endpoints. We propose
an approach to ensemble the neural forecasters through backtest
results, which provides competitive and robust performance over
time (described in Section. 3.1.3). Additionally, we investigated and
evaluated a number of classical hierarchical reconciliation tech-
niques to ensure that the forecasts aggregates coherently across
product groups, geographies, and business organizations. There is
1In future iterations the product incorporates external information such as customer
orders, e.g. B2B(Business-to-Business) orders placed ahead of time. The analysis of the
impact on accuracy due to use of external factors is not in the scope of the current paper.

no existing guidance on which techniques work better for neural
forecasters, and the experimental results reported in Section. 3.3
show that either bottom-up or top-down approach with forecasting
proportions provides the best performance with neural forecasters
on this dataset based on the median-MAAPE (Mean Arctangent
Absolute Percentage Error) and weighted-MAAPE metrics. All the
experiments in this paper are reported on a synthetic dataset, de-
scribed in detail in Section 4.1, provided by Bosch that statistically
mimics the characteristics of the revenue figures from one business
unit in the original dataset.

To summarize, the key contributions of this paper are:

• An adaptable system design with forecast model ensembles
for large-scale automated financial forecasting that is highly
parallelizable and reconfigurable.

• Evaluation of a representative set of neural forecasters for
large-scale revenue forecasting.

• Evaluation of a set of hierarchical reconciliation techniques
for neural forecasters.

• An ensemble strategy to combine off-the-shelf Amazon Fore-
cast models with custom models to obtain better forecasting
performance.

• Strategy to handle disruptive and non-recurring events such
as COVID when using neural forecasters.

The rest of the paper is organized as follows: Section 2.1 gives
an overview of the problem setting. Section. 2.2 gives an overview
of Bosch’s current forecasting framework. Section. 3 walks through
each individual components in the neural forecasting pipelines
for large-scale, hierarchical revenue data. Section. 4 describes the
experiments covering the dataset, the evaluation metrics, the train-
ing setup and the model performance results. Section.5 introduce
the architecture implemented as a cloud-based solution to enable
highly parallelized and reconfigurable model training for large-scale
ensemble model.

2 BACKGROUND
In this section we introduce the revenue forecasting problem setting
at Bosch and give a brief overview of Bosch’s current forecasting
system architecture. In the next section we will cover the main
body of the work.

2.1 Revenue Forecasting at Bosch
Financial analysts of every business entity are tasked with forecast-
ing financial key figures, including revenue, operational costs, and
R&D expenditure. These key figures provide insights at different
levels of aggregation about the current business situation that en-
ables data-driven decision making, and any automated forecasting
solution needs to provide forecasts at any arbitrary level of the ag-
gregation. At Bosch, the aggregations can be imagined as grouped
time series as a more general form of hierarchical structure [14].
Figure. 1 shows a simplified example with a 2-level structure, which
mimics the hierarchical revenue forecasting structure at Bosch. The
total number of time series need to be forecasted at Bosch is at the
scale of millions. Notice that the top-level time series can be split
by either products or regions, creating multiple paths to the bottom
level forecasts. The revenue needs to be forecasted at every node
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in the hierarchy with a forecasting horizon of 12 months. Monthly
historical data is available.

Figure 1: A simplified example of the hierarchical revenue
forecasting structure used at Bosch, where the total revenue
is split into multiple levels of aggregations based on product
and region.

According to [14], the hierarchical structure in Figure. 1 can
be represented using the following form using the notation of a
summing matrix 𝑆 .

𝑌 = 𝑆𝑏 (1)
where:

𝑌 =



𝑦𝑇𝑜𝑡𝑎𝑙 (𝑡)
𝑦𝑃𝑟𝑜𝑑𝐴 (𝑡)
𝑦𝑃𝑟𝑜𝑑𝐵 (𝑡)
𝑦𝑅𝑒𝑔𝑖𝑜𝑛𝐴 (𝑡)
𝑦𝑅𝑒𝑔𝑖𝑜𝑛𝐵 (𝑡)

𝑦𝑃𝑟𝑜𝑑𝐴,𝑅𝑒𝑔𝑖𝑜𝑛𝐴 (𝑡)
𝑦𝑃𝑟𝑜𝑑𝐵,𝑅𝑒𝑔𝑖𝑜𝑛𝐴 (𝑡)
𝑦𝑃𝑟𝑜𝑑𝐴,𝑅𝑒𝑔𝑖𝑜𝑛𝐵 (𝑡)
𝑦𝑃𝑟𝑜𝑑𝐵,𝑅𝑒𝑔𝑖𝑜𝑛𝐴 (𝑡)


, 𝑆 =



1 1 1 1
1 0 1 0
0 1 0 1
1 1 0 0
0 0 1 1
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


, 𝑏 =


𝑦𝑃𝑟𝑜𝑑𝐴,𝑅𝑒𝑔𝑖𝑜𝑛𝐴 (𝑡)
𝑦𝑃𝑟𝑜𝑑𝐵,𝑅𝑒𝑔𝑖𝑜𝑛𝐴 (𝑡)
𝑦𝑃𝑟𝑜𝑑𝐴,𝑅𝑒𝑔𝑖𝑜𝑛𝐵 (𝑡)
𝑦𝑃𝑟𝑜𝑑𝐵,𝑅𝑒𝑔𝑖𝑜𝑛𝐵 (𝑡)


(2)

𝑏 represents the bottom-level time series at time 𝑡 .

2.2 Bosch’s In-House Forecasting Solution

Figure 2: System architecture of Bosch’s forecasting solution.

Figure. 2 illustrates the current architecture of the large scale
automated forecasting solution implemented at Bosch. The system
architecture developed by BCAI is deliberately designed to be mod-
ular and easily scalable. It involves a few critical building blocks as
described below.

2.2.1 Model Universe. Every model is a simplification of reality,
with simplifications achieved by making certain assumptions re-
garding the underlying behavior of the data. When these assump-
tions are accurate, the models generalize well and will provide
high-quality forecasts. For an automated large-scale forecasting so-
lution that serves many different financial key figures and business
entities, it is not possible to assume a consistent statistical behavior
among all time series (i.e. there are no universally true assump-
tions) and a model ensembling approach is needed - hence the term
model universe. The model incorporates time-series models such as
ARIMA, ETS [13, 16] that take in historical monthly revenue data
for forecasting. The motivation is to use a large set of models (i.e. a
large variety of assumptions) to create a robust forecasting solution.

2.2.2 Meta-learner. The most intuitive approach to combine mul-
tiple base models is the mean/median approach, where all models
in the model universe are applied to a given time series. In [23],
the authors describe Feature-based Forecasting Model Averaging
(FFORMA) where it is possible to utilize a classification model to se-
lect themost suitable models for a given time series, which performs
better than simple averaging of all models. This paradigm is called a
meta-learner as it involves a process of learning to learn. The meta-
learner takes in a variety of time series features such as length of
timeseries and strength of peak for model selection. Bosch’s current
architecture utilize FFORMA to incorporate different forecasters
in the model universe. FFORMA is a flexible framework where
the model universe can be continuously expanded to improve the
performance. The main goal of the BCAI-MLSL collaboration is to
evaluate comprehensively a set of neural forecasters that can be
taken in as a part of the model universe.

In Section. 3.1.3 we further introduce an alternative end-to-end
model ensemble approach that does not explicitly depend on time
series feature extraction and meta-learner for ensembling a set
of (neural) forecasters. The model ensembling results can be fed
into the model universe, or used as a standalone solution with the
potential of incorporating more models in the future.

2.2.3 Hierarchical Reconciliation. For hierarchical time series, typ-
ically the base forecasts for each individual time-series are first gen-
erated and post-processing steps are used to consolidate the base
forecasts and achieve hierarchical coherence [15]. Bottom-up (BU)
and top-down (TD) approaches are two typical post-processing tech-
niques. Recently, global methods such as Ordinary Least Squares
(OLS) and Weighted Least Squares (WLS) [14] also gained popu-
larity. Bosch’s current framework uses WLS. Since no comprehen-
sive evaluation of hierarchical reconciliation technique for neural
forecasters exist, we also evaluated and compared the techniques
mentioned above in this work, for the specific revenue forecasting
scenario.

2.2.4 System Architecture and Adaptiveness of the Model Universe.
Currently at Bosch, the forecasting solution need to be able to
process >2 million time series within 3 hours. Therefore, distributed
programming [10] is utilized as all nodes in the hierarchy can be
forecasted independently prior to hierarchical reconciliation at
individual business unit level.
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There is additional built-in motivation to continuously add new
models to the model universe to gain further robustness and cov-
erage, with meta-learner eventually optimizing forecasting perfor-
mance. Thus, Bosch strives to add performant models that might
perform significantly better than existing models on a subset of
data. These models can be called directly as software packages
or via REST APIs. A predefined json format is used to query and
retrieve forecasts from different models. In the next section we
will be introducing how we jointly introduced new models to the
Bosch model universe using Amazon Forecast and custom-built
models using SageMaker.

3 METHODOLOGY
This section details the main body of the work for this paper. We
introduce the neural forecasters and an end-to-end forecasting so-
lution collaboratively investigated by BCAI and Amazon MLSL.
We first give a brief introduction to the two off-the-shelf neural
forecasters, CNNQR and DeepAR+, from Amazon Forecast, as well
as a custom Transformer model and an end-to-end model ensem-
bling strategy to combine the neural forecasters. Then we give
an introduction to the COVID disruption problem and describe
the method for handling it. In the end we give an overview of the
post-processing steps and the hierarchical reconciliation strategy.
Section. 5 will give a detailed description about how the forecasting
workflow is implemented as an automatic, highly parallelizable and
extensible architecture deployed on the cloud.

3.1 Model Architecture
3.1.1 Amazon Forecast models. Amazon Forecast is a fully-managed
AI/ML service from Amazon Web Services (AWS) that provides pre-
configured, state-of-the-art time series forecasting models [2]. It
combines these offerings with its internal capabilities for automated
hyper-parameter optimization, model ensembling (for the models
provided by Amazon Forecast), and probabilistic forecast genera-
tion. This allows users to easily ingest custom datasets, preprocess
data, train forecasting models, and generate robust forecasts. The
service’s modular design further enables us to easily query and
absorb predictions from additional custom models developed in
parallel.

We incorporate two neural forecasters from Amazon Forecast
in this investigation - CNN-QR [30], DeepAR+ [27]. Both are su-
pervised deep learning methods that train a global model for the
entire set of time series. Both CNNQR and DeepAR+ models can
take in static meta data information about each time series, which
are the corresponding product, region and business organization in
our case. Both CNNQR and DeepAR+ automatically add temporal
features such as month of the year as part of the input to the model.

3.1.2 Transformer Architecture. The Transformer architecture, orig-
inally designed for natural language processing (NLP), recently
emerged as a popular architectural choice for time series forecast-
ing and has achieved state-of-the-art performance on benchmark
datasets [19, 20, 33]. Here, we used the transformer architecture
described in [33] without probabilistic log sparse attention 2. The
2We used a context window with <36 month data as more historical revenue data
are not available. The computational cost is sufficiently low to allow for the use of
full-attention.

model uses a typical architecture design by combining an encoder
and a decoder, as illustrated in Figure. 4. For revenue forecasting,
we configure the decoder to directly output the forecast in the 12-
month horizon instead of generating the forecast month-by-month
in an autoregressive manner [21]. Based on the frequency of the
time series, additional time related features such as month of the
year is added as the input variable. Additional categorical variables
describing the meta information (e.g. product, region, business or-
ganization) are fed into the network via a trainable embedding layer.
Further modifications to specifically address the volatile COVID pe-
riod are described in Section 3.2, which can be extended to address
exception situations beyond COVID 3.

3.1.3 Model Ensemble. Model ensemble often outperforms single
models for forecasting - it improves model generalizability and is
better at handling time series data with varying characteristics in
periodicity and intermittency. We incorporate a series of model en-
sembling strategies to improve model performance and robustness
of forecasts. One common form of deep learning model ensemble is
to aggregate results from model runs with different random weight
initializations, or from different training epochs [11]. We utilize this
strategy to obtain forecasts for the Transformer model. To further
build an ensemble on top of different model architectures includ-
ing Transformer, CNNQR, DeepAR+ and etc., we use a pan-model
ensembling strategy that selects the top-k best performing models
for each time series based on the backtest results and obtain their
averages 4. As backtest results can be exported directly from trained
Amazon Forecast [2] models, this strategy enables us to easily com-
bine the benefits of turn-key services like Amazon Forecast with
improvements gained from custom models such as Transformer.
Such an end-to-end model ensembling approach does not require
training a meta-learner or calculating time series features for model
selection.

3.2 COVID Anomaly Handling with Masked
Transformer

The COVID-19 pandemic brought significant challenges for fore-
casting due to its disruptive and unprecedented effects on almost
all aspects of work and social life. Besides short-term forecasting
problems (e.g. demand forecasting) being greatly affected [24], we
observed that in our case of long-term revenue forecasting, the
COVID disruption also brought unexpected downstream impact.
To illustrate this problem, Figure 3 shows a sample time series
where the product revenue experienced a significant drop at the
start of the pandemic and gradually recovered afterwards. A typ-
ical neural forecasting model will take revenue data including the
out-of-distribution (OOD) COVID period as the historical context
input, as well as the ground truth for model training, and as a result
the forecasts are no longer reliable. To address this problem, we
have considered alternative strategies such as utilizing auxiliary
data (e.g. Google keyword search trends, stock market data and
micro-economics data) to capture COVID impact on the revenue
[24]. However, since the revenue forecasts need to be generated 12
months in advance, such data are insufficient in serving as leading
3For example, recently chip shortage has greatly impacted several industries and there
is no historical data reflecting this situation.
4The hyper-parameter k can be selected for each dataset using backtest.
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Figure 3: Illustrative sketch of a time series containing
COVID shock period, mimicking the trend we observed in
real dataset. At the start of COVID, significant and one-off
disruptions are recorded and are not representative of longer
trends. Training or back-testing neural models directly with
time series containing such out-of-distribution (OOD) data re-
sults in degradation of performance and unreliable forecasts.

signals. We propose an alternative strategy to mitigate the impact of
OOD context windows, by using Transformer with attention masks
as illustrated in Figure 4. The model is trained to apply very little
attention (set as zero in the experiments) on the COVID period that
contains outliers via masking, and perform forecast with masked
information. The attention mask is applied throughout every layer
of the decoder and encoder architecture. The masked window can
be either specified manually or through an outlier detection algo-
rithm (e.g. seasonality decomposition based method such as [1]).
Additionally, when using time window containing outliers as the
training labels, the loss are not back-propagated. In Section 4.2, we
compare the performance of transformer model before and after
attention masking to demonstrate the effectiveness of the proposed
approach. We anticipate that such attention masking based method
can be applied to treat disruptions and OOD cases brought by other
rare events as well and improve the robustness of the forecasts.

3.3 Post-Processing
3.3.1 Hierarchical reconciliation. While there are plenty of hier-
archical reconciliation methods proposed in the literature [15, 32],
there is a lack of guidance on what methods are more suitable for
neural forecasting models. We investigated a wide range of tech-
niques including bottom-up (BU), top-down (TD), ordinary least
square (OLS) and weighted least square (WLS). We find that bottom-
up (BU) or top-down reconciliation with forecasting proportions
(TDFP) [5, 15] returned the best results in most cases, for the spe-
cific dataset and evaluation metrics under investigation. In this
paper, all the experimental results are reported using top-down rec-
onciliation with forecasting proportions. For experimental results
comparing different hierarchical reconciliation techniques, please
refer to Section 4.

Figure 4: Illustrative sketch of the Transformer architecture
and the attention masking mechanism. Attention masking
is applied throughout all the encoder and decoder layers,
as highlighted in orange in the figure, to prevent OOD data
from affecting the forecasts.

4 EXPERIMENTS
4.1 Setup
Dataset. In this paper we focus on a revenue forecasting use case.
To protect financial privacy of Bosch while using a realistic dataset,
we used a synthetic dataset that has similar statistical character-
istics to a real world revenue dataset from one business unit at
Bosch . The dataset contains 1216 time series in total with revenue
recorded in a monthly frequency, covering the time range from
2016-01 to 2022-04. The dataset is delivered with 877 time series
at the most granular level (a.k.a bottom time series), with a corre-
sponding grouped time series structure represented as a summing
matrix 𝑆 . The summing matrix size is 1216 × 877 (as described in
Section. 2.1). Each time series is associated with three static cate-
gorical attributes, which corresponds to product category, region
and organizational unit in the real dataset 5.

Backtest windows.We use rolling 12 months backtest windows
to compare model performance. Figure. 5 illustrates the backtest
windows used in the experiments and highlights the corresponding
data used for training and hyperparameter optimization (HPO).
The rolling backtest windows start from July 2019, when the 12
months forward looking forecasting accuracy is already greatly
impacted by COVID – it is not quite possible to foresee COVID
happening. For backtest windows after COVID starts the result will
be affected by OOD inputs from April to May 2020, based on what
we observed from the revenue time series. After May the financial
analysts can already see revenue recovering, however, the neural
forecasters take in the two months data for forecasting which can
lead to unreliable results.

Model setup and training. For Transformer training we used
Quantile loss and scaled each time series using its historical mean
value before feeding it into Transformer and computing the training
loss. The final forecasts are rescaled back to calculate the accuracy
metrics, using the MeanScaler implemented in GluonTS[3]. We use
a context window with monthly revenue data from the past 18

5Anonymized in the synthetic data.
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Figure 5: Illustrative sketch of the rolling backtest windows
used in experimental result reporting. We use a rolling 12-
month forecasting window to report model performance,
starting from July 2019. Most of the forecasting windows are
affected by COVID.

months, selected via hyperparameter optimization in the backtest
window from July 2018 to June 2019. The model is trained with
batch size 32 for 10 epochs with a learning rate of 1.0e-4, using
Adam optimizer. Each batch consists of a set of uniformly randomly
sampled time series segments from the training data. For each epoch
we use 2048 random samples. The Transformer architecture used
in the experiment contains 3 encoder layers and 2 decoder layers, 8
attention heads and the dimension of the internal representation is
512. Additional metadata about each time series in the form of static
categorical variables are fed into the model, via an embedding layer
before feeding it to the transformer layers. The dimension of the em-
bedding is computed automatically based on the cardinality of the
categorical variable, same as what is implemented in GluonTS[3],
and linearly projected to the model dimension (512). We train the
Transformer with five different random weight initialization and
average the forecast results from the last three epochs for each
run, in total averaging 15 models. The hyperparameters mentioned
above are kept the same throughout the experiments described in
the paper to obtain comparable results. For masked Transformer,
we indicate the months from April to May 2020 as outliers.

For all Amazon Forecast model training, we enabled automatic
HPO which can select the model and training parameters based on
a user-specified back-test period, which is set to the last 12 months
in the data window used for training and HPO.

Evaluation metrics. We use median-Mean Arctangent Abso-
lute Percentage Error(median-MAAPE) and weighted-MAAPE to
evaluate the model performance and perform comparative anal-
ysis, which are the standard metrics used at Bosch. MAAPE was
introduced in [18] to address the shortcomings of Mean Absolute
Percentage Error(MAPE) metric commonly used in business con-
text. median-MAAPE gives an overview of the model performance
by computing the median of theMAAPEs calculated individually on
each time series. weighted-MAAPE reports a weighted combination
of the individual MAAPEs. The weights are the proportion of the
revenue for each time series compared to the aggregated revenue
of the entire dataset, weighted-MAAPE better reflects downstream
business impacts of the forecasting accuracy. Both metrics are re-
ported on the entire dataset of 1216 time series.

Table 1: Comparison of different hierarchical reconciliation
techniques, using themedian-MAAPE metric. The detailed
description of each method can be found in [15].

Backtest period Algo. BU TDFP OLS WLS

07/19-06/20
CNNQR 0.4466 0.4482 0.4670 0.4581
DeepAR+ 0.4515 0.4488 0.4785 0.4613
Trans. 0.4966 0.4987 0.5236 0.5141

11/19-10/20
CNNQR 0.4969 0.4935 0.5129 0.5024
DeepAR+ 0.4756 0.4760 0.5075 0.4901
Trans. 0.5378 0.5509 0.5749 0.5561

03/20-02/21
CNNQR 0.4624 0.4584 0.4796 0.4606
DeepAR+ 0.4776 0.4805 0.5196 0.4905
Trans. 0.5217 0.5236 0.5333 0.5236

07/20-06/21
CNNQR 0.3810 0.3823 0.3922 0.3875
DeepAR+ 0.4581 0.4163 0.4391 0.4309
Trans. 0.3618 0.3614 0.3796 0.3601

11/20-10/21
CNNQR 0.3033 0.3019 0.3260 0.3134
DeepAR+ 0.3927 0.3855 0.3837 0.3881
Trans. 0.3289 0.3441 0.3579 0.3447

03/21-02/22
CNNQR 0.3272 0.3277 0.3562 0.3359
DeepAR+ 0.3169 0.3179 0.3585 0.3295
Trans. 0.3487 0.3604 0.3931 0.3768

Average 0.4214 0.4208 0.4435 0.4291

4.2 Results and Discussion
4.2.1 Comparison of Hierarchical Reconciliation Techniques. We
first compare several hierarchical reconciliation techniques to se-
lect an approach for the subsequent experiments. The methods we
included in the comparison are bottom-up (BU), top-down with
forecasting proportions (TDFP), ordinary least squares (OLS) and
weighted least squares (WLS). ForWLS we evaluated structural scal-
ing based method. The detailed description of all the methods can
be found in [15]. We compared the hierarchical reconciliation tech-
niques across the three different neural forecasters and over a set of
rolling backtest windows. The results are displayed in Table. 1. From
the results it can be observed that for the revenue data usingmedian-
MAAPE as the evaluation metric, in most cases BU and TDFP has
the best performance among the four methods. We use top-down
with forecasting proportions for all the following experiments.

4.2.2 Comparison ofMasked/Unmasked Transformer. We train both
masked (Trans.+M) and unmasked (Trans.) transformer, using the
same set of hyperparameters described in Section. 4.1 and com-
pared their performance for backtest windows immediately after
COVID shock. In masked Transformer, the masked two months
are April and May, 2020. Table.2 shows the results from a series of
backtest periods with 12 months forecasting window starting from
June 2020. It can be observed that masked Transformer consistently
outperforms unmasked version.

4.2.3 Performance Evaluation of Back-test Based Ensemble Strategy.
We further performed evaluation on the model ensemble strategy
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Table 2: Compare before and after adding attention masks
in Transformer to handle COVID shock. For both median-
MAAPE and weighted-MAAPE the performance is better for
masked Transformer.

median-MAAPE weighted-MAAPE
Backtest period Trans Trans+M Trans Trans+M

06/20-05/21 0.4015 0.4045 0.2393 0.2106
07/20-06/21 0.3928 0.3614 0.2088 0.1756
08/20-07/21 0.3781 0.3549 0.1734 0.1708
09/20-08/21 0.3489 0.3435 0.1611 0.1761
10/20-09/21 0.3520 0.3472 0.1805 0.1801
11/20-10/21 0.3377 0.3441 0.1988 0.1954

Average 0.3738 0.3696 0.1978 0.1922

based on backtest results. In particular, we compare the two cases
when only the top performing model is selected vs. when top two
performing model are selected and model averaging is performed
by computing the mean value of the forecasts. We compare the per-
formance of the base models and the ensemble models in Figure. 6,
notice that no neural forecasters consistently out-perform others
for the rolling backtest windows. On average, Table. 4 shows that
ensemble the top two models gives the best performance. CNNQR
on the other hand provides the second best results. Table. 3 compare
the top two ensemble and top one ensemble in more detail.

Table 3: Model Ensemble. We compared two strategies to
perform heterogeneous model ensemble based on backtest
results. One selects forecast from the top performing model,
another one selects the top-2model and average the forecasts.

median-MAAPE weighted-MAAPE
Backtest period Top-2 Top-1 Top-2 Top-1

07/19 - 06/20 0.4683 0.4937 0.2963 0.3008
09/19 - 08/20 0.4750 0.5236 0.2757 0.3118
11/19 - 10/20 0.5102 0.5315 0.3096 0.3274
01/20 - 12/20 0.4725 0.5251 0.2892 0.3148
03/20 - 02/21 0.4785 0.5193 0.2951 0.3176
05/20 - 04/21 0.3927 0.4307 0.2405 0.2281
07/20 - 06/21 0.3615 0.3986 0.2346 0.3136
09/20 - 08/21 0.3497 0.3927 0.2140 0.3021
11/20 - 10/21 0.3215 0.3273 0.1844 0.1903
01/21 - 12/21 0.3158 0.3628 0.1771 0.2266
03/21 - 02/22 0.3018 0.3371 0.1954 0.2483

average 0.4043 0.4402 0.2465 0.2801

5 CLOUD-BASED ARCHITECTURE DESIGN
We developed an automated end-to-end workflow on AWS to gener-
ate revenue forecasts utilizing services including Amazon Forecast,
Amazon SageMaker Training, Amazon S3 Cloud Storage, AWS
Lambda (an event-driven compute service), AWS Step Functions
(distributed compute), and AWS Cloud Development Kit (AWS

(a)

(b)

Figure 6: Plotting performance of ensemble and individual
models over the rolling backtest windows in Table. 3. Overall
top-2 ensemble provides more stable forecasting accuracy
over time.

Table 4: Compare performance of ensemble and individual
models over the rolling backtest windows in Table. 3. Result
shows that top-2 ensemble provides the best performance
overall.

metric Top-2 Top-1 Trans.+M CNNQR DeepAR+

mMAAPE 0.4043 0.4402 0.4416 0.4046 0.4266
wMAAPE 0.2465 0.2801 0.2691 0.2629 0.2844

CDK). The solution architecture is illustrated in Figure. 7. The
deployed solution provides individual time series forecasts through
REST API by returning it in predefined json format.

Key design considerations for the architecture are versatility (ex-
tensibility), performance and user-friendliness. The system should be
sufficiently versatile to support incorporating a diverse set of algo-
rithms during development and deployment, with minimal required
changes, and can be extended to easily incorporate new algorithms
in the future. The system should also add minimum overhead and
support parallelized training for both Amazon Forecast and custom
models to obtain latest forecasts in a short period of time. Finally,
the system should be simple to use for experimentation purposes.

The end-to-end workflow in Figure 7 shows that the system
sequentially runs through following modules: 1) a pre-processing
module for data reformatting and transformation; 2) a model train-
ing module incorporating both Amazon Forecast and custom model
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Figure 7: End-to-end forecasting workflow developed onAWS.Model training runs in parallel for efficiency. The whole workflow
is implemented as a state-machine using AWS Step Function.

training, running both in parallel, and 3) a post-processing module
supporting model ensembling, hierarchical reconciliation, metrics
and report generation. Amazon Step Function is used to organize
and orchestrate the workflow from end-to-end as a state machine.
The state machine execution is configured with a json file contain-
ing all the necessary information including location of the historical
revenue .csv files in S3 storage, forecast start time, and model hyper-
parameter settings to run the forecast workflow end-to-end. Asyn-
chronous calls to Amazon Forecast and Amazon Sagemaker Train-
ing is enabled for parallelized model training in the state machine,
using Lambda functions. All the historical data, config files, forecast
results, as well as intermediate results such as backtesting results
are stored in S3. The REST API is built on top of the S3 storage to
provide queryable interface for forecasting results. The system can
be extended to incorporate new forecast models and supporting
functions such as generate visualization reports of the forecasts.

6 RELATEDWORK
6.1 Revenue Forecasting
Revenue forecasting is a key component of business administration
[17] and government planning [26]. In recent years the application
of ML to this use case has been widely studied in a variety of
scenarios. [31] describes the development of a revenue forecasting
tool to extend the forecasting horizon from one to three months. [4]
explores a more granular scenario of hotel demand forecasting and
compares traditional time series and machine learning approaches.

6.2 Hierarchical Neural Forecasting Methods
Hierarchical Neural Forecasting Methods fall under two categories:
first, point forecast approaches output a single point-estimate for

each time series in the hierarchy. [26] introduced a multivariate
two-step approach by differentiating between bottom level time
series and aggregated time series, their implementation is based on
a Deep Long Short-Term Memory Auto-Encoder (DLSTM-AE) and
leveraged transfer learning to produce coherent aggregations (with
small error). Similarly, [29] restricted the learning of the forecasting
map to bottom time series while introducing a regularization param-
eter penalizing incoherent aggregates and leveraging a bottom-up
reconciliation approach to compute the forecast of the aggregated
time series. Second, probabilistic forecasting approaches output a
probability distribution for each time series in the hierarchy. [28]
models the conditional distributions for each time series in the hier-
archy and computes their individual CDF for drawing samples from
the bottom time series. Those samples are then re-ordered to match
the error copula of the aggregated time series and are then used
to compute its probabilistic forecast. [25] proposed an end- to-end
multivariate probabilistic approach to forecast coherent hierarchi-
cal time series using DeepVAR that leverages the reparametrization
trick and a projection computed to find a solution to the optimiza-
tion problem inferred from the hierarchical matrix.

However, large corporations often have several hundreds or
hundreds of thousands of time series grouped by product lines,
geographies, organizational structure, etc. This paper builds upon
previous revenue forecasting by providing a method to efficiently
forecast large scale time series data in a hierarchically coherent
manner. To the best of our knowledge, prior point and probabilistic
forecast approaches applied to revenue forecasting restricts the
learned function to be a single global model for all time series in
the hierarchy while exploiting their hierarchical structure to output
coherent results. However, as noted in [25], in real-life base time
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series are often sparse and their behaviour might be better modeled
using different algorithms. In this paper we build upon existing
work by creating a reliable ensemble mechanism that leverages
a set of K models and selectively fuses information for each time
series in the hierarchy followed by a post-hoc reconciliation step.

7 CONCLUSION AND FUTUREWORK
In this paper, we present a system for large scale, hierarchically
coherent revenue forecasting that is highly parallelizable and re-
configurable. We also propose a new method applying attention
masks on Transformer model to handle unexpected events such as
COVID for forecasting and proposed a simple model ensembling
approach based on backtest results. Experimental result shows that
it provides robust and stable forecast accuracy over time compared
to individual models. We expect that the architecture described in
the paper can be used for not only revenue forecast, but also other
forecasting applications as well.

Future work includes 1) investigate incorporating additional fore-
casting models in the current framework besides the current three
models 2) perform comparative analysis of masked Transformer
with other outlier handling techniques such as outlier detection and
data imputation technique 3) evaluate the models on a broader set
of metrics such as Mean Squared Error (MSE) or Mean Absolute Per-
centage Error (MAPE). 4) comparative analysis of the meta-learner
based ensemble strategy with backtest based ensemble strategy.
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