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ABSTRACT
Anomaly detection is a fundamental problem of data science that
aims at �nding instances of unusual data. In recent years, due
to the rapid expansion of the Industrial Internet of Things (IIoT),
substantial amounts of high-dimensional industrial time series data
have been generated. Detecting potential anomalies from such
data is challenging and an important research topic. In this paper,
we propose One-Class Predictive Autoencoder (OCPAE), a novel
encoder-decoder approach with additional prediction and one-class
branches to enhance the performance on detection of time series
anomalies from di�erent perspectives. The prediction branch can
detect anomalies by learning the local temporal dependency while
the one-class branch is suitable to learn the normal patterns from
a global perspective. We evaluate our proposed approach on �ve
public datasets and demonstrate the superiority of our approach
over other state-of-the-arts methods. Lastly, we conduct ablation
studies and in-depth analysis to show the e�ectiveness, e�ciency,
and robustness of our proposed method.
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1 INTRODUCTION
Anomaly detection for Industrial Internet of Things (IIoT) systems
is an area of growing interest in both academia [17] and industry
[5]. A single hour of unplanned downtime in critical infrastructure
can lead to >US $1M of operational losses [37]. The number of
IIoT-enabled equipment is increasing rapidly due to the develop-
ment of low-cost sensors, and as a result, there is an explosion of
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high-dimensional industrial sensor data. This leads to an emerging
opportunity for developing advanced anomaly detection strategies
to increase system availability and reduce unplanned downtime
[39], especially on critical infrastructure and systems, such as wa-
ter treatment and distribution networks [2, 29], spacecrafts [20],
robot-assisted systems [10], and wind turbines [11].

Rule-based methods are commonly used for industrial anomaly
detection tasks [8]. Domain experts carefully design rules for a
speci�c system to identify normal and abnormal behaviors. The
rules can be a simple threshold on a single sensor value, or a set of
complex conditions on multiple sensors. Such rule-based methods
su�er from accuracy and scalability issues. With a higher number of
sensors, it becomes harder for experts to �nd relationships between
these sensors, which makes it di�cult to design the rules. In addi-
tion, rule-based methods need to be carefully reviewed whenever
we introduce a new system, a new operating condition or even add
a new sensor to the existing systems, which makes the rule-based
methods not scalable. Thus, it is critical to develop an e�ective
method for anomaly detection of multivariate time series sensor
data. Despite the need, it is highly challenging to develop a scalable
anomaly detection method for di�erent industrial systems due to
the lack of labeled anomalies, poor data quality, and few publicly
available datasets.

Multivariate time series anomaly detection problem is typically
treated as unsupervised learning problem due to a dearth of labeled
data. In the early 2000’s, many classical unsupervised approaches
were used to tackle this problem, such as density-based methods
[1], regression-based methods [36], and one-class methods based on
support vector machines [26]. However, these approaches mainly
model relationships between sensors in fairly simple ways, and
as the number of sensors keeps increasing, it becomes harder for
them to learn the model e�ectively [5]. More importantly, several
of the cited work have not accounted for temporal dependencies,
which are crucial for achieving better anomaly detection accuracy
of time series. Recently, unsupervised anomaly detection meth-
ods based on deep learning have received much attention due to
their ability to learn both feature and temporal dependencies. They
can be mainly categorized into three categories: prediction-based
methods, reconstruction-based methods, and Generative adver-
sarial networks (GAN)-based methods. Prediction-based methods
[20, 41] predict the data for next few steps using historical data,
and compare with the true values. In this way, the models try to
learn the normal behavior of the time evolution of data, and then
anomalies can be detected based on the prediction error. One issue
with this type of methods is they mainly focus on learning short-
term temporal dependencies, while they lack the ability to learn the
common global patterns that can be used for global anomaly detec-
tion. Reconstruction-based methods [30, 42] learn low-dimension
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Figure 1: Illustrative example with global pattern anomalies
(rectangle areas) and local pattern anomalies (dotted areas).
Our proposed approach aims to enhance the autoencoder
framework from both local and global perspective.

representations of normal data. The anomalies are detected based
on the reconstruction error, which is the di�erence between the
true value and the reconstructed value. There are mainly two issues
with this type of methods. One is that they are weak in learning
local temporal dependencies because the model is trained with
window-level input and the reconstruction error is calculated from
a sequence of samples and, therefore, they are not sensitive to small
perturbations at speci�c timestamps with short duration. The other
drawback is they sometimes can also reliably reconstruct anomalies
due to over�tting, and thus, regularization or extra constraints are
needed to mitigate this problem [16]. GAN-based methods [14, 23]
are trained to learn the distributions of normal samples. During
inference, both the prediction error from the discriminator and
reconstruction error from the generator can be used to detect the
anomalies. One limitation with GAN-based methods is training
challenges due to mode collapse and non-convergence [21].

Figure 1 shows an illustrative example with global and local pat-
tern anomalies, which are hard for reconstruction-based approaches
to detect. To address the limitations of reconstruction-based method
mentioned above and enable it to detect anomalies with global and
local patterns such as those in Figure 1, we propose an innovative
multi-branch encoder-decoder framework called one-class predic-
tive autoencoder (OCPAE) for unsupervised anomaly detection on
industrial time series data. It consists of a reconstruction branch, a
prediction branch and a one-class branch. The prediction branch
aims at learning the local temporal dependency with historical
data, so that our model can be aware of the anomalies that only
have small perturbations at some speci�c timestamps with short
duration. The one-class branch focuses on learning the normal
global patterns via mapping all input time frames to an "anom-
aly aware" feature space. By doing this, even if the anomalies can
be reconstructed with reconstruction branch, our framework can
still be aware of the anomalies if their mapping is away from the
global center. Now we summarize the contributions of this paper
as follows:

• We propose a novel encoding-decoding framework that con-
tains a reconstruction branch, a one-class branch, and a pre-
diction branch. Based on our ablation study, we demonstrate
the success of our design choices for each branch.

• We propose a one-class branch that can learn the normal
global patterns from the time series data by incorporating
the one-class classi�cation objectives to the learned latent
representation.

• We introduce a prediction branch to our framework that
can detect anomalies from local perspective by learning the
short-term temporal dependencies.

• We conduct extensive experiments on �ve publicly available
industrial time series datasets to demonstrate the superiority
and e�ectiveness of our proposed framework. For the studied
industrial datasets, our method is robust towards di�erent
parameters and is e�cient in model training and inference.

2 RELATEDWORK
TraditionalNon-Deep LearningMethods:Over the past decades,
many traditional unsupervised methods have been proposed for
anomaly detection task. K-Nearest Neighbor (kNN) [18] and Local
Outlier Factor (LOF) [7] are two distance-based methods that aim
to �nd anomalies via measuring the local deviation of a given data
with respect to its neighbours. Traditional statistical models such
as autoregressive integrated moving average (ARIMA) have been
used to capture temporal predictions [41]. One-class Support Vec-
tor Machine (SVM) [28] and Isolation forest [25] identify decision
boundary between normal data and anomalies by modeling the nor-
mal data distribution. Inspired by many of these classic algorithms,
more recently several deep learning based anomaly detection for-
mulations have been introduced. We describe these approaches in
following paragraphs.

Prediction-based Methods: A prediction-based method usu-
ally learns a predictive model to �t the given time series data and
then uses that model to predict future values. A data point is identi-
�ed as an anomaly if the di�erence between its predicted value and
the true value exceeds a certain threshold. With the advancement
of deep representation learning, [20] proposes to use long-short
term memory (LSTM) recurrent neural networks to automatically
extract features and predict future samples. [20] is demonstrated to
achieve good performance on industrial time-series anomaly detec-
tion tasks. Besides the developments of prediction-based methods,
one common limitation among these methods is the lack of global
detection ability: the prediction-based methods tend to fail when
one sample satis�es the local temporal dependencies but the overall
pattern is rare or abnormal compared to other samples in the data.
Our proposed OCPAE will take the bene�ts of prediction-based
methods at detecting the changes at local perspective by adding a
prediction branch to our framework.

Reconstruction-based Methods: Reconstruction-based meth-
ods assume anomalies lose information when mapped to a com-
pressed space and cannot be reconstructed well. A sample with high
reconstruction error suggests a high chance of being anomalous.
Various reconstruction-based approaches [4, 15, 27, 38, 40] have
been proposed to address the time series anomaly detection prob-
lems. To improve the robustness and performance of autoencoders,
some work has been done to connect autoencoders with other
learning algorithms. For example, the deep autoencoding Gaussian
mixture model (DAGMM) [42] jointly considers an autoencoder
and a Gaussian mixture model to learn the normal patterns in
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the latent representation space. USAD [5] incorporates adversarial
training with autoencoders to learn to reconstruct the most normal
instances within the training set. Our work also incorporates the
idea of reconstruction-based methods, but we address the limita-
tions of autoencoders from both local and global perspectives via a
prediction branch and a one-class branch.

GAN-based Methods: GAN-based methods are trained to learn
the distribution of normal instances using adversarial learning.
Generators can be directly used for time series reconstructions and
discriminators can be used for anomaly prediction. [23] proposes
to use a vanilla GAN to learn the distribution of multivariate time
series and make predictions based on the combination of learned
discriminator and generator. [14] introduces the cycle-consistent
GAN architectures for time series so that the generators can be
used for time series reconstruction. It also explores di�erent ways
of combining the discriminator’s predictions and the reconstruction
error to �nd the best possible combination to calculate the anomaly
score. [6] explores using GAN to detect time series anomalies in
small datasets, whose architecture contains a generator to learn the
normal data distribution and an inverse mapping to map input to
latent space. Although GAN-based approaches are good at learning
the representation of normal time series, GAN-based models can
be unstable and hard to train due to adversarial training [21].

Other Novel Methods: Recently some new types of time series
anomaly detection methods have been proposed which achieved
good performance. For example, [35] extends the one-class classi�-
cation objective to consider multiple spheres in the latent represen-
tation space for learning the normality of the training data. Graph
Neural Networks (GNNs) have emerged as successful approaches
to model complex patterns in graph-structured data. [9, 13] propose
to use GNNs to learn the relationships between di�erent time series
signals and use the learned structure and latent representations to
do prediction tasks. The di�erence between the predicted values
and the actual data can be adopted for calculating anomaly scores.

3 METHODS
In this section, we introduce the overall framework of our proposed
OCPAE and the design of each branch. The overall framework of
OCPAE is visualized in Figure 2. It consists of a basic encoder-
decoder reconstruction branch and two extra branches focusing on
learning the normality of global patterns and local patterns using
the input sequences respectively. We will introduce the details of
each part in the following subsections.

3.1 Unsupervised Anomaly Detection via
Autoencoder

Autoencoder-based anomaly detection methods are widely used
in recent work [4, 15, 27] to tackle the unsupervised time series
anomaly detection problems. Let the encoder network be denoted as
q4 and decoder network as q3 . Denote the input data at timestamp
8 as G8 , the input window wi which consists of ;B timestamps can
be represented as {xi, xi+1, ..., xi+ls�1}, the encoder network maps
the input window into the latent space q4 (wi).Then the decoder
network q3 will map the latent data q4 (wi) back to the input space
as q3 (q4 (wi)). Let the total number of input time windows be #
and the parameters for the networks be \4 , \3 , the training objective

of the autoencoder aims to minimize the reconstruction error as
the di�erence between the input window and the reconstructed
window:

✓�⇢ =
1
#

#’
8=1

| |q3 (q4 (wi;\4 );\3 ) �wi | |2 (1)

Once the autoencoder is trained on the normal time series data
with Eq. 1, instances that cannot be compressed and reconstructed
well are considered to be anomalies. To make out-of-sample predic-
tions for unseen data, the autoencoder will use the reconstruction
error for unseen test window ŵi as the anomaly score (�⇢ :

(�⇢ (ŵi) = | |q3 (q4 (ŵi;\4 );\3 ) � ŵi | |2 (2)

Although autoencoder is a popular and e�ective approach, it also
has two limitations that our proposed one-class predictive autoen-
coder will address. Firstly, since the reconstruction error is cal-
culated for a sequence of samples and the autoencoder model is
trained with window-level input, some small perturbations at spe-
ci�c timestamps may be overlooked by the model, and therefore,
the anomaly can not be detected because autoencoder does not
have the ability to learn the normal local patterns. Moreover, we
empirically observe from our real-world experimental analysis that
autoencoders can not only reconstruct the normal windows but
also the anomaly windows. This case will happen more often when
the training data contains anomaly data. To overcome this limita-
tion, the autoencoder should be "anomaly aware" of some anomaly
windows even if the autoencoder tends to reconstruct them well.

3.2 Detecting Anomalies from Local Perspective
In the previous subsection, we introduced the autoencoder for
anomaly detection and discussed the two potential limitations of
using purely reconstruction errors for anomaly detection. One of
the limitations is that the autoencoder may not be sensitive enough
for the small perturbations at speci�c timestamps (Recall the dotted
areas in Figure 1). To enhance the autoencoder’s ability to detect
time series anomalies from a local perspective, we design an extra
prediction branch to predict the one-step-ahead value at future
timestamp using previous values. By adding the prediction branch,
our proposed framework is able to learn temporal dependencies in
between adjacent samples.

The task of the prediction branch is to learn the local temporal
dependencies by minimizing prediction error between predicted
future value xi+ls and its actual value. In the training phase, we
connect the encoded latent space to a neural network 6 which acts
as the predictor to capture the local temporal information and detect
the potential local changes. To be concrete, given all the # training
windows and the predictor network 6 with parameter \6 , we design
the following objective function to guide the local pattern learning
procedure:

✓%A43 =
1

# � 1

#�1’
8=1

| |6(q4 (wi;\4 );\6) � x8+;B | |
2 (3)

Note that although the last window is wN, our training objec-
tive’s last input window will be wN�1 as the future timestamp to
predict is xN+ls . To leverage the temporal information for predictor
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Figure 2: The overview of the proposed one-class predictive auto-encoder. It consists of an encoder-decoder branch and two
extra components focusing on learning the normality of input time frames and local pattern respectively.

6, we implement our encoder q4 and decoder q3 with LSTM net-
works. For the inference stage, we calculate the local-perspective
anomaly score (%A43 for sample at timestamp C as:

(%A43 (C) = | |6(q4 (wt�ls ;\4 );\6) � xC | |2 (4)

3.3 Learning the Normal Global Patterns
To address the limitation that the trained autoencoder can gener-
alize and reconstruct the anomaly windows well especially when
the input data is not anomaly free, we propose to add a one-class
branch that can reshape the latent space to be "anomaly aware" so
that the potential rare latent embeddings can be detected. Therefore,
even if the rare input windows can be reconstructed they can still
be detected based on our "anomaly aware" latent space.

To achieve this goal, the one-class classi�cation objective is incor-
porated to the learned latent representation. Here we brie�y sum-
marize a deep version of one-class classi�er [33] that we will adopt
in our work. Unlike prediction-based and reconstruction-based
anomaly detection models, one-class classi�cation models directly
optimize for a minimum hypersphere that can describe as many
normal instances as possible. Deep Support Vector Data Descrip-
tion (Deep SVDD) [33] improves upon the traditional kernel-based
one-class classi�cation models with neural networks for better rep-
resentation learning. Furthermore, it minimizes a quadratic loss for
penalizing the distance of each instance’s latent representation to a
centroid.

Given the training data, the one-class classi�cation objective is
minimized to map the embeddings of all # input windows close
to a �xed center c, where c is normally set as the mean of all the
latent embeddings. We formally design the objective function as:

✓$⇠ =
1
#

#’
8=1

| |q4 (wi;\4 ) � c| |2 + _

2

!’
✓=1

| |\ ✓ | |2 (5)

Note the �rst term of the proposed objective optimizes a sim-
pli�ed one-class classi�cation problem and the second term is a
network weight decay regularizer with hyper-parameter _ > 0
which prevents �nding a too complex mapping function. We de-
note the whole network has ! hidden layers and apply weight decay
for all the layers with parameters {\1, ...\!}. Deep SVDD contracts
the embedding space enclosing the points by minimizing the mean
distance of all data points to the center. The embeddings closer to
the center represent the global normal patterns. During the evalua-
tion/scoring stage, given a test window wi, the anomaly score ($⇠
for wi is calculated as follows:

($⇠ (wi) = | |q4 (wi;\4 ) � c| |2 (6)

Note this anomaly score is the distance between embedding and
the center, and therefore, anomalies are far from the center and can
be detected.

3.4 Training the Overall Framework
Wehave introduced the overall architecture of our proposed OCPAE
and design of each branch. Here we formulate our overall learning
objective to include all three branches.

✓ = ✓�⇢ + U✓%A43 + V✓$⇠ (7)

Hyperparameter U � 0 controls the importance of prediction
branch objective which is optimized for learning temporal depen-
dencies from local perspective, and V � 0 controls the degree of
one-class branch objective from global perspective. We set U = 1
and V = 1 for OCPAE in our experiments. Our proposed frame-
work has two variants which are predictive autoencoder (Pred-AE)
(V = 0) and one-class autoencoder (OC-AE) (U = 0).

To learn with the proposed overall objective in Eq. 7, we directly
optimize the overall loss via stochastic gradient descent (Adam
optimizer) with dynamic learning rate.
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3.5 Model Inference
During the model inference stage, the anomaly score is calculated
based on all three branches in OCPAE. For the reconstruction
branch, to compute reconstruction error for the sample at times-
tamp C , we �rst �nd all the windows that contain timestamp C as
{wt�ls+1, ...,wt}. Then we calculate the average reconstructed error
as the anomaly score (�⇢ (C) for sample at timestamp C :

(�⇢ (C) =
1
;B

C’
8=C�;B+1

| |q3 (q4 (wi;\4 );\3 ) �wi | |2 (8)

The local-perspective anomaly score is the square of the error
between actual and predicted values at timestamp C in the prediction
branch. We denote it as (%A43 (C) Eq. 4.

In one-class branch, we �nd all the windows that contain times-
tamp C , and then use the average of squared ;2 distance between the
center c and the embeddings as global-perspective anomaly score:

($⇠ (C) =
1
;B

C’
8=C�;B+1

| |q4 (wi;\4 ) � c| |2 (9)

Since the anomaly scores from di�erent branches have di�erent
scales, we apply z-score normalization to all three branches to
combine them. Let the normalized anomaly scores for the sample at
timestamp C for all three branches as (⇤�⇢ (C), (

⇤
%A43 (C) and (

⇤
$⇠ (C).

We compute the overall anomaly score as the summation among
all three normalized scores:

($E4A0;; (C) = (⇤�⇢ (C) + (⇤%A43 (C) + (⇤$⇠ (C) (10)

4 EXPERIMENTS
In this section, we answer the following three research questions by
conducting experiments1 on �ve industrial datasets and comparing
our proposed OCPAE with state-of-the-art methods.

• RQ1: How does OCPAE perform on industrial time-series
data, in comparison with the state-of-the-art methods?

• RQ2: How e�ective is the design choice of each branch in
OCPAE? How does our proposed model work on di�erent
types of anomalies?

• RQ3: How e�cient is OCPAE in training and inference and
how sensitive is it to parameter choices?

4.1 Datasets
Five real-world anomaly detection datasets are used in the experi-
ments to evaluate our proposed OCPAE. Soil Moisture Active Pas-
sive satellite (SMAP) and Mars Science Laboratory rover (MSL)
are two datasets published by NASA [20], which contain teleme-
try anomaly data that indicating unexpected events during space-
craft post-launch operations. The Secure Water Treatment (SWaT)
dataset [29] is obtained from multiple sensors in a water treatment
system that contains both normal operations and cyber attack sce-
narios, which are treated as the anomalies in the dataset. Water
Distribution (WADI) dataset [2] is collected from a water distribu-
tion system comprising many water pipelines. Similar to SWaT,
cyber attack scenarios are applied to the system as the anomalies
and can last from a few minutes to several hours. Another dataset
1Supplementary material for reproducibility and extra results can be accessed through
this link.

Table 1: Dataset Description

Dataset Subsets Features Train Test Anomalies

SMAP 55 25 2556 8071 12.8%
MSL 26 55 2160 2731 10.5%
SWaT 1 51 475200 449919 12.1%
WADI 1 118 789371 172801 5.9%
PHM21 99 247 367920 579850 29.3%

we used is recently released in the Prognostics and Health Man-
agement Society data challenge 2021 (PHM21) [31]. PHM21 dataset
represents the fuse quality control pipeline that can be easily inte-
grated in multiple di�erent industry manufacturing lines. 29 out of
99 subsets contain di�erent kinds of anomalous behavior in one or
more components in the pipeline. The statistics of the �ve datasets
are summarized in Table 1.

4.2 Evaluation Metric
We adopt the standard Precision, Recall and F1-Score (F1) as the
evaluation metrics to evaluate and compare the performance of
OCPAE and other baseline methods, where:

%A428B8>= =
)%

)% + �%
, '420;; =

)%

)% + �#
(11)

�1 =
2 · %A428B8>= · '420;;
%A428B8>= + '420;;

(12)

TP, FP, and FN represent the truly detected anomalies, falsely
detected anomalies, and the misclassi�ed normal samples, respec-
tively. For industrial applications, anomalous events are rare and
are usually contiguous anomaly segments that contain consecutive
anomalous points. Thus, it is more important for users to receive
timely true alarms without too many FPs. Two major adjusted
metrics are used in literature to evaluate the performance on the
aforementioned �ve datasets. For a comprehensive comparison,
we use both of the metrics in our experiments. The �rst metric
called point-adjusted F1 is proposed in [38]. In this metric, if at
least one sample in an anomalous segment is correctly detected, all
the samples in that segment are also considered as TPs, regardless
they are TPs or FNs. The ground-truth (GT) negative samples are
treated as usual. When using this metric, we search over all possi-
ble thresholds for the best F1 during test, and denoted as �1⇤. The
second metric proposed in [20] calculates segment-wise F1 using
the following rule: (1) A TP is recorded if a predicted event overlaps
any GT anomalous events; (2) a FP is recorded if a predicted event
does not overlap any GT anomalous events; (3) a FN is recorded
if there is no sample �agged as anomaly within a GT anomalous
event. This metric is used in many papers that conduct experiments
on SMAP and MSL. To identify anomaly samples,<40= + 3 · BC3 of
all anomaly scores of samples in the training set is calculated and
used as the threshold. The threshold is then applied on the anomaly
scores of samples in the test set to calculate F1, and we denoted this
segment-wise F1 as �1⇤⇤. We also provide two illustrative examples
of �1⇤ and �1⇤⇤ in the supplementary material.

https://kdd22-code.s3.us-west-2.amazonaws.com/OCPAE_Supplementary_MILETS.pdf
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Table 2: Segment-wise �1⇤⇤ of OCPAE and baselines.

Methods SMAP MSL avg.rank

ARIMA 0.420 0.492 5.5
LSTM 0.690 0.460 5.0
LSTM-AE 0.751 0.586 2.5
MAD-GAN 0.128 0.111 7.5
DeepAR 0.453 0.583 4.5
MS Azure 0.118 0.218 7.5
TadGAN 0.704 0.623 2.5

OCPAE 0.806 0.625 1.0

4.3 Experimental Setup
4.3.1 Baselines: The proposed approach is compared with a wide
range of non-deep learning and deep learning methods in multivari-
ate time series anomaly detection, including: ARIMA [41], Iforest
[25], LSTM-AE [15], DAGMM [42], MAD-GAN [23], TadGAN [14],
OmniAnomaly [38], USAD [5], LSTM [19], MSCRED [40], Deep
SVDD [33], GTA [9], and THOC [35]. We also report the perfor-
mance of commercial tools excerpted from [14] including Amazon
DeepAR [34] and Azure Anomaly Detector [32]. We implemented
some of the baselines [14, 15, 19] to get the results, while for the
rest of the baselines, we directly use the results from the literature.

4.3.2 Data Preprocessing: For SWaT and WADI, In order to fairly
compare with other methods, the original data and labels of SWaT
and WADI are downsampled to one measurement every 10 seconds
by taking the median value and the most common label in each 10-
second period following [5]. For MSL and SMAP, only the telemetry
value is used as the input feature. For each dataset, we normalized
both the training and testing data using the standard deviation
and the mean of the values in the training data. We then applied a
sliding window to create input sub-sequences of the time series.

4.3.3 Training Se�ing: We implement our approach and several
baselines using Pytorch version 1.6.0 with CUDA 10.1 and test them
on an Amazon p3.2xlarge EC2 with one NVIDIA Tesla P100 GPU.
The models are trained using the Adam optimizer for 100 epochs
with learning rate initialized as 0.001, and decay by 0.1 at epoch 40.

4.4 RQ1. Performance and Analysis
Table 2 shows the results on SMAP and MSL using segment-wise
�1⇤⇤. From the table, it can be seen that our proposed OCPAE out-
performs all the baselines in both datasets. Compared to LSTM-AE,
our proposed method improves the �1⇤⇤ by 7.3% and 6.7% on SMAP
and MSL, respectively. This indicates that the prediction branch
and one-class branch in our framework can help with the anomaly
detection task. Meanwhile, most recent state-of-the-art work are
adopting point-wise �1⇤ as the metric, and therefore, we also com-
pare our framework with those baselines and the results are shown
in Table 3. Our method exceeds the best performing state-of-the-
art methods (i.e., THOC and GTA) and achieves the highest aver-
age rank (1.5) on four datasets. More speci�cally, OCPAE ranked
the 1BC on SMAP and MSL datasets, and the 2=3 on SWaT and
WADI datasets. Overall, these experimental results clearly show

Table 3: Point-adjusted �1⇤ of OCPAE and baselines: OCPAE
achieves the highest average rank on four datasets.

Methods SMAP MSL SWaT WADI avg. rank

Iforest 0.474 0.617 0.831 0.620 9.0
LSTM 0.873 0.910 0.845 0.732 5.5
LSTM-AE 0.904 0.912 0.846 0.686 4.0
DAGMM 0.775 0.854 0.797 0.209 9.3
deep SVDD 0.881 0.717 0.828 N/A 8.3
MSCRED 0.860 0.775 0.863 N/A 7.0
OmniAnomaly 0.853 0.901 0.833 0.417 7.8
USAD 0.863 0.927 0.846 0.430 5.3
THOC 0.952 0.937 0.880 N/A 2.3
GTA 0.904 0.911 0.910 0.840 2.5

OCPAE 0.975 0.966 0.885 0.746 1.5

Table 4: Anomaly detection results of OCPAE and baselines
on PHM21. OCPAE achieved the highest score among unsu-
pervised baselines. It even surpassed the supervised learning
baseline LDM which ranked 3A3 place in the challenge.

Methods Precision Recall �1
LSTM 0.434 0.793 0.561

Unsupervised LSTM-AE 0.434 0.793 0.561
OCPAE 0.961 0.833 0.892

Supervised HIRUTEK 1 0.897 0.945
LDM 0.862 0.893 0.877

the e�ectiveness and superiority of OCPAE compared with other
baselines, and more detailed analysis are provided in the following
paragraphs.

LSTM [19] is a prediction-based method and mainly models the
temporal dependency. However, some real-world time series are
hard to predict as theymay be a�ected bymany external factors. For
example, there are a wide variety of behaviors with di�erent regu-
larities that a�ect theMSL telemetry value [20], which explains why
LSTM has much lower segment-wise �1⇤⇤ on MSL dataset compare
to LSTM-AE and OCPAE. In OCPAE, we have the reconstruction
and one-class branch that learns normal patterns of the data. As
a result, it works well with unpredictable time series. Compared
to LSTM-AE [15], our proposed method improves both �1⇤ and
�1⇤⇤ on all four datasets. Again, this shows the e�ectiveness of the
proposed prediction branch and one-class branch in our framework,
and we will provide the ablation studies in section 4.5.

Iforest [25], DAGMM [42] and MAD-GAN [23] presents the
lowest overall performance using the two metrics. These are two
unsupervised anomaly detection methods that mainly model the
dependency in between features while are weak at modeling tem-
poral dependencies[24, 38]. In OCPAE, the prediction branch takes
a sequence of past samples as input and try to model the underlying
temporal dependency to retain this information and use it to detect
anomaly from local perspective.

THOC [35] and GTA [9] have an average rank of 2.3 and 2.5
respectively, which are better than LSTM-AE. Compared to THOC,



One-Class Predictive Autoencoder Towards Unsupervised Anomaly Detection on Industrial Time Series MiLeTS ’22, August 15th, 2022, Washington, DC, USA

(a) NASA-SMAP (b) NASA-MSL

(c) SWaT (d) WADI

Figure 3: Ablation studies with di�erent variants of our proposed methods on four datasets.

our proposed methods achieved a higher score on all datasets. Un-
like THOC which applies hierarchical one-class network for rep-
resentation learning, our proposed OCPAE can bene�t from both
prediction and reconstruction branches to learn a richer represen-
tation of normal data. As a result, it works well with these datasets.
GTA achieves the highest �1⇤ on SWaT and WADI because these
two datasets have strong inter-feature dependencies. In OCPAE,
the one-class branch can embed all the normal latent representa-
tion to one centroid, and learn the normality of global patterns.
Therefore, OCPAE works well for datasets with weak inter-feature
dependencies as well.

We also test our approach with PHM21 dataset and compare
with the winners from the challenge. We aim at detecting time
series which have anomalies at a time-series level instead of point
or segment level. Thus, we �rst calculate the anomaly score for
each sample in the subset using the trained model, and then use
the median of all anomaly scores as the �nal anomaly score for
the subset. The results are shown in Table 4. Since the labels are
provided in the challenge, top teams mainly used supervised-based
and rule-based methods, such as team HIRUTEK [12] and LDM
[3], who rank at 1BC and 3A3 place in the challenge. From the table,
OCPAE has the highest score among the unsupervised methods,
and are able to improve �1 by 15.2 % compared to the best of other
unsupervised methods. Compared with supervised methods, our
results are higher than LDM but lower than HIRUTEK. The main
reason is that HIRUTEK utilizes a data processing step along with

supervised learning methods by manually examining the charac-
teristic of both the normal and anomalous data, while OCPAE is
trained using the normal data only.

4.5 RQ2. Ablation Studies
In this section, we conduct ablation studies to investigate the ef-
fectiveness of each branch in OCPAE. We test several variants of
OCPAE by gradually excluding the branches and evaluating on
SMAP, MSL, SWaT, and WADI datasets. The results are shown in
Fig 3. From the �gure, we can see our proposed OCPAE achieves an
average of 6.8% improvement on �1⇤ over four datasets, compared
to LSTM-AE. To achieve this, both prediction branch and one-class
branch play an important role in it.

One-class branch: By adding one-class branch, we see an av-
erage of 4.2% improvement on �1⇤, comparing to LSTM-AE. Fig 4.
(a) is an example from SMAP to show the e�ectiveness of the one-
class branch. The red rectangle area is the anomalous event. From
the �gure, the reconstruction branch can reconstruct anomalies
and has small (�⇢ for anomalous points in red rectangle area, and
therefore, cannot detect the anomalies. With one-class branch, the
model learns the normality of the latent space of the training set,
and assigns anomalous points with large ($⇠ . This helps identify
the anomalous event in this example.

Prediction branch: By adding the prediction branch, we see
an average of 5.2 % improvement on �1⇤, comparing to LSTM-AE.
Fig 4. (b) is an example from SMAP to illustrate the e�ectiveness
of the prediction branch. The normal data jumps between -1 and
1 frequently. For the anomalous event in red rectangle area, data
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Figure 4: Case Studies on SMAP dataset. Although the reconstruction branch failed to detect the anomaly events in (a) and (b),
the one-class branch and prediction branch are e�ective on each case respectively.

(a) Study on Window Size (b) Study on Latent Space Dimension

Figure 5: Parameter sensitivity study on �1 using PHM21
dataset. Our proposed model is robust in terms of the input
window size and latent space dimension.

samples hover around -0.8. The reconstruction branch can recon-
struct the anomalous samples reducing the (�⇢ for samples in the
anomalous event and thereby, fails to detect the anomalies. With
the prediction branch, it is clear that the model learned the local
temporal dependency that normal samples will change frequently
and will not be stable at any value. Thus, from the �gure, the predic-
tion branch assigns higher (%A43 on the samples in the anomalous
event and can successfully detect the anomaly.

In summary, both prediction and one-class branches improve our
performance on four datasets, and ablation of any of the branches
leads to poorer results.

4.6 RQ3. Sensitivity and E�ciency
In this section, we study the parameter sensitivity and e�ciency of
our proposed OCPAE. These factors play a key role in determining if
the model is robust and feasible to be deployed in real productions.

4.6.1 Parameter sensitivity. In this subsection, we study how win-
dow size and latent space dimension a�ect the results of OCPAE,
which are the key parameters of concern in deployment. In general,
the selection of window size and latent space dimension depends on
which types the anomalous behaviors and temporal dependencies
are. We evaluate how much these two parameters a�ect �1 of our
model using PHM21 dataset .

In Fig. 5, �ve di�erent window sizes ;B 2 [100, 150, 200, 250, 300]
are selected and it can be observed that OCPAE is not very sen-
sitive to the window size. The reason is OCPAE has three di�er-
ent branches that can deal with both short-term and long-term

Table 5: Computational time on PHM21 dataset.

Methods Training (per epoch) Inference (per sample)

LSTM-AE 3.9 B 0.27<B
OCPAE 6.12 B 0.41<B

temporal dependencies. Thus, OCPAE is not sensitive to di�erent
window sizes. We then try three di�erent latent space dimensions
< 2 [128, 256, 512]. Results show that with a smaller latent space
dimension (e.g., 128) our model has a lower �1, which may due to
information loss at the encoding stage and a�ects all branches.

4.6.2 Computational time: Another key factor to determine if our
model is feasible for deployment is the computational time. Since
it has two additional branches compared to LSTM-AE, we would
like to see how much more time is needed to train OCPAE and
infer on the test dataset. Since PHM21 dataset is collected from
an industrial setting and has the largest number of features and
timestamps among �ve datasets we use in Table 1, we select it as
an example to measure the training and inference time for OCPAE
and LSTM-AE and the results are provided in Table 5. By adding
additional prediction and one-class branches, we see around 57%
and 52% increase in training and inference time compared with
LSTM-AE. The inference time is only 0.41 <B per sample. Thus,
OCPAE is a viable candidate for real-time anomaly detection tasks.

5 CONCLUSIONS AND FUTUREWORK
In this work, we proposed One-Class Predictive Autoencoder (OC-
PAE) for anomaly detection of time series datasets. To mitigate
the limitation of the autoencoder-based reconstruction branch, we
added a prediction branch and a one-class branch to detect anom-
alies from both local and global perspectives. We conducted exten-
sive experiments on �ve real-world industrial datasets to demon-
strate the superiority and e�ectiveness of our proposed framework.
The results show that OCPAE has the highest average rank among
all state-of-the-art unsupervised algorithms for �ve datasets, and
has results close to the supervised algorithm that wins the PHM21
data challenge. We also provided ablation studies to explain how
each branch helps with anomaly detection from di�erent perspec-
tives, and demonstrated that the combination of the three branches
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allows OCPAE to take advantage from all of them while mitigating
their limitations. In addition, we demonstrated its e�ciency in train-
ing and inference, and robustness to parameter choices through
case studies. This makes OCPAE scalable and robust for real-time
anomaly detection tasks. In the future, OCPAE can be further en-
hanced by exploring advanced architectures to extract hierarchical
features and better hyperparameter selection to support a diverse
set of anomaly and data characteristics.
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