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Disclaimer

Al will make some unflattering claims about academic research in anomaly
detection.

ASome of my students did help in running experiments. However, these ar
my viewpoints, and are not necessarily endorsed by my students or UCR

Al am not claiming thamy research is free of these flaws, or flaws in geners
AMy title is clickbait, sorry. However, it is also true.

AMy slides are a too wordy, sorry. But | do hope people will also read this
offline.



Overarching Claim

AAbout 95% of papers on Time Series Anomaly Detection (TSAD)
one or more flaws. These flaws include:

ATesting on deeply flawed datasets

A Trivial

A Mislabeled

A Unrealistic Anomaly Density
A Runto failure

AUse of inappropriate measures of success

ANon-reproducible experiments

AAssuming Deep Learning is the answer

AStabbing William of Ockham in the Heart

ANot doing anomaly detection, but then calling it anomaly detection.

ABecause of these flaws, | argue that their contributions are nil



Testing on deeply flawed datasets

ASomepapersonly test on private datasetsor syntheticdata?, | will
ignorethese,aswe all should!

AThe vast majority of TSADpapers use one or more of datasets
created by Yahoq Numenta SMAP (NASA)MSL (NASA),SDM
0 & h ath $ EaQaMBA-ECGBonio) or SWAT

AlLetustakethe time to look at thesebenchmarkdatasets



The Benchmarks are often Mislabeled: Part

Consider the famous New York Taxi example from Numenta. This is one of the most common benchmarks.
It is claimed that there arfive anomaliesNYC marathoprhanksgivingChristmash S ¢ | day, anthé
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The Benchmarks are often Mislabeled: P~

However, | would argue that there aat leastfive or six additional anomalies, including additional holidays and protests.
Moreover, the anomaly callellarathonis really the daylight savings clock change from the night before.
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The Benchmarks are often Mislabeled: P%‘éi%

However, | would argue that there are at least five or six additional anomalies, including additional holidays and protest
Moreover, the anomaly calleBlarathonis really the daylight savings clock change from the night before.

Knowing this, what do you think of a claim such as this, from a recent Papetthe NY Taxi
datasett hC 320 naoyTT1X o6dzi ¢S 320 PPy T hX aK:3
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Once you realize that the claim of five anomalies in NY Taxi Is
2dz 0S3AAY (2
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OThe performance of TEAD is compared with those of related methods, such as

188 Yl ye

STL, SARIMA, LSTM, LSTM with STAC®@aSThe comparison results show that
TrCAD outperforms the others in terms of the precision, recall, ansdete

The perfect precision, recall and-Bdores claimed here, just happens

to agree with significant mislabeling.

This strongly suggestwerfitting

Table 1. Comparisons of the proposed framework Tri-CAD and related met
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Time . . STL SARIMA  LSTM LsTM roposed
Series Class Window Metrics il B T with STL Framework
Size (fws) Tri-CAD
NAB Precision 0.533 0.000 0.176 0.161 1.000
NYC Class 1 206 Recall 0.889 0.000 0.333 1.000 1.000
Taxi F1-score 0.667 0.000 0.231 0.277 1.000
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The Benchmarks are often Mislabeled: R&t

In this Yahoo dataset;is an anomaly...
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The Benchmarks are often Mislabeled: Part |Ib

In this Yahoo dataset;is an anomaly, bub is not, yet they arevirtually identicaldropouts.
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The Benchmarks are often Mislabeled: Part Il|

In this Yahoo dataset it is claimé@ds an anomaly, bub is not

But literallynothinghas changed between the two points
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Mislabeling really matters!

OUSAD outperforms all methods on M8B ¢

This paper claims it outperforms all rivals on MSL 7104 MSL
datasetl. But the margin of victory over three of P R F1 FT*
Its rivals Is less than 3%. AE 0.8535 0.9748 0.8792  0.9101
. . . . IF 0.5681 0.6740 0.5984 0.6166
However, the amount of mislabeling in this LSTM.VAE 08599 09756 08537 09141
dataset an order of magnitude greater than that! DAGMM 0.7562 0.9803 0.8112  0.8537
OmniAnomaly 0.9140 0.8891 0.8952  0.9014
USAD 0.8810 0.9786 0.9109 0.9272

Here is an example from MSR1 G he only anomaly labeled4ri70 to
4890 However surely270 to 4287and 6880 to 6894are anomalies too.
to tell folks that if the
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My claim of mislabeled data is almost tautologic

In fact, perfect ground truth labels ammpossible
for anomaly detection!



Ground Truth Labels are Impossible for Anomaly Detectic

A For some ML problems, wsanget perfect ground truth, i.e., cats vs dogs
A However, for anomaly detection, we caeverhave perfect ground truth. . '

A Many people have labeled a Friday holiday as an anomaly, that seems reasonable, right?



Ground Truth Labels are Impossible for Anomaly Detectic

A For some ML problems, wsanget perfect ground truth, i.e., cats vs dogs
A However, for anomaly detection, we caeverhave perfect ground truth. fos

A Many people have labeled a Friday holiday as an anomaly, that seems reasonable, right?
A 1 26S0OSNE NWPhS anantal & at §817, when the flood forced us to turn on the emergencg pt
A 1 yR { dzZSo! BEhé andmalg is the noise at 4900 to 5100, when we switch from gas to TIG gveldin
A . dzi ¢ ANo! Thd adainalyis at 5890, when daylight saving time made a day lookdonger
A 1 yR . AND! Thd-adoinalydis at 7420 when we turned off the night lights for an hour as pBRéf

A My point is, wecannever know all the oubf-band possible causes for anomalies. We can never be sure
the anomaly we see, basedonaprioriorp&s2 O AYF2NXIF A2y S A& (0KS 2y

Implication: It is nonsense for anomaly detection papers to publish experimental results with four
five significant digits, when there is always large subjectively and uncertainty as to the ground tru



The Benchmarks are often Trivial:

AA huge fraction of benchmark datasets are trivial to solve.
ATo make that claim more concrete, | will defimiial.

AA time series anomaly detection problem is trivial if it can be solved
with a single line of standard library MATLAB code (or Python, R etc.)

~ ~ ~ ~ s ~

ClassificationKNNor calling custom wrltten functions.

A We must limit ourselves to basic vectorized primitive operations, such as mean max, std,
diff, etc.

AWe may allow a single magic number in our diner. But recall
that many anomaly detectlon algorithms have up to a dozen
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