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Disclaimer

ÅI will make some unflattering claims about academic research in anomaly 
detection.

ÅSome of my students did help in running experiments. However, these are 
myviewpoints, and are not necessarily endorsed by my students or UCR.

ÅI am not claiming that my research is free of these flaws, or flaws in general.

ÅMy title is click-bait, sorry. However, it is also true. 

ÅMy slides are a too wordy, sorry.  But I do hope people will also read this 
offline.



Overarching Claim

ÅAbout 95% of papers on Time Series Anomaly Detection (TSAD) have 
one or more flaws. These flaws include:
ÅTesting on deeply flawed datasets

ÅTrivial

ÅMislabeled

ÅUnrealistic Anomaly Density 

ÅRun-to failure

ÅUse of inappropriate measures of success

ÅNon-reproducible experiments

ÅAssuming Deep Learning is the answer and ignoring competitive decade-year-old methods 

ÅStabbing William of Ockham in the Heart unjustified complexity

ÅNot doing anomaly detection, but then calling it anomaly detection.

ÅBecause of these flaws, I argue that their contributions are nil.



Testing on deeply flawed datasets

ÅSomepapersonly test on privatedatasetsor syntheticdata2, I will
ignorethese,aswe all should!

ÅThe vast majority of TSADpapers1 use one or more of datasets
created by Yahoo, Numenta, SMAP (NASA),MSL (NASA),SDM
όάhabLέtŜƛΩǎLab), MBA-ECG(Boniol) or SWAT.

ÅLetustakethe time to lookat thesebenchmarkdatasets.

1Wu and Keogh: Current Time Series Anomaly Detection Benchmarks are Flawed and are Creating the Illusion of Progress.
2I do see a limited role for some experiments on synthetic data in some cases



The Benchmarks are often Mislabeled: Part I 

Consider the famous New York Taxi example from Numenta. This is one of the most common benchmarks.
It is claimed that there are fiveanomalies: NYC marathon, Thanksgiving, Christmas, bŜǿ ¸ŜŀǊΩǎ day, and a Blizzard.
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The Benchmarks are often Mislabeled: Part I 

Consider the famous New York Taxi example from Numenta. This is one of the most common benchmarks
It is claimed that there are fiveŀƴƻƳŀƭƛŜǎΥ b¸/ ƳŀǊŀǘƘƻƴΣ ¢ƘŀƴƪǎƎƛǾƛƴƎΣ /ƘǊƛǎǘƳŀǎΣ bŜǿ ¸ŜŀǊΩǎ ŘŀȅΣ ŀƴŘ ŀ .ƭƛȊȊŀǊŘΦ
However, I would argue that there are at least five or six additional anomalies, including additional holidays and protests.
Moreover, the anomaly called Marathon is really the daylight savings clock change from the night before.
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1Len Feremans, et al. Pattern-Based Anomaly Detection in Mixed-Type Time Series. ECML/PKDD (1) 2019: 240-256



The Benchmarks are often Mislabeled: Part I 

Consider the famous New York Taxi example from Numenta. This is one of the most common benchmarks
It is claimed that there are fiveŀƴƻƳŀƭƛŜǎΥ b¸/ ƳŀǊŀǘƘƻƴΣ ¢ƘŀƴƪǎƎƛǾƛƴƎΣ /ƘǊƛǎǘƳŀǎΣ bŜǿ ¸ŜŀǊΩǎ ŘŀȅΣ ŀƴŘ ŀ .ƭƛȊȊŀǊŘΦ
However, I would argue that there are at least five or six additional anomalies, including additional holidays and protests.
Moreover, the anomaly called Marathon is really the daylight savings clock change from the night before.

Knowing this, what do you think of a claim such as this, from a recent paper1Υ άOn the NY Taxi 

dataset FthC Ǝƻǘ лΦуттΣ ōǳǘ ǿŜ Ǝƻǘ лΦутфΣ ǎƘƻǿƛƴƎ ƻǳǊ ƳŜǘƘƻŘ ƛǎ ōŜǘǘŜǊέ?
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Discord score

1Len Feremans, et al. Pattern-Based Anomaly Detection in Mixed-Type Time Series. ECML/PKDD (1) 2019: 240-256



Once you realize that the claim of five anomalies in NY Taxi is 
ƴƻƴǎŜƴǎŜΦ ¸ƻǳ ōŜƎƛƴ ǘƻ ǎŜŜ Ƴŀƴȅ ǇǳōƭƛǎƘŜŘ ŎƭŀƛƳǎ ŀǎ ǎǘǊŀƴƎŜΧ 

άThe performance of Tri-CAD is compared with those of related methods, such as 

STL, SARIMA, LSTM, LSTM with STL, and ADSaS. The comparison results show that 

Tri-CAD outperforms the others in terms of the precision, recall, and F1 ςscoreέ

The perfect precision, recall and F1-scores claimed here, just happens 
to agree with significant mislabeling. 

This strongly suggests overfitting



The Benchmarks are often Mislabeled: Part IIa

In this Yahoo dataset, Cis an anomaly...
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The Benchmarks are often Mislabeled: Part IIb 

In this Yahoo dataset, Cis an anomaly, but D is not, yet they are virtually identical dropouts.
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The Benchmarks are often Mislabeled: Part III 

In this Yahoo dataset it is claimed A is an anomaly, but B is not

But literally nothinghas changed between the two points
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Here is an example from MSR: G-1. The only anomaly labeled in 4770 to 
4890. However surely 4270 to 4285 and 6880 to 6894 are anomalies too.

άUSAD outperforms all methods on MSLΦΦέ [a]

[a] USAD : UnSupervisedAnomaly Detection on Multivariate Time Series

Mislabeling really matters!

This paper claims it outperforms all rivals on MSL 
dataset[a]. But the margin of victory over three of 
its rivals is less than 3%.

However, the amount of mislabeling in this 
dataset an order of magnitude greater than that!

Vijayant K . VP of 

Product: ML & AI at Optum

I have tried and tried 
to tell folks that if the 
underlying uncertainty 
in your labels is larger 

than any change in 
relative performance, 

the change is 
meaningless



My claim of mislabeled data is almost tautological

In fact, perfect ground truth labels are impossible
for anomaly detection!

Å(however, it really is the case that most of the benchmark datasets have 
mislabelings. In some cases, I was able to confirm with the datasets creators 
that they had made errors)



Ground Truth Labels are Impossible for Anomaly Detection!

Å For some ML problems, we canget perfect ground truth, i.e., cats vs dogs

Å However, for anomaly detection, we can neverhave perfect ground truth.

Å /ƻƴǎƛŘŜǊ ǘƘŜ ŜȄŀƳǇƭŜ ōŜƭƻǿΣ ǘƘŜ ŜƭŜŎǘǊƛŎŀƭ ǇƻǿŜǊ ŘŜƳŀƴŘ ŦƻǊ ŀ ŦŀŎǘƻǊȅΧ

5000 5500 6000 6500 7000 7500 8000 8500

Å Many people have labeled a Friday holiday as an anomaly, that seems reasonable, right? 



Ground Truth Labels are Impossible for Anomaly Detection!

Å For some ML problems, we canget perfect ground truth, i.e., cats vs dogs

Å However, for anomaly detection, we can neverhave perfect ground truth.

Å /ƻƴǎƛŘŜǊ ǘƘŜ ŜȄŀƳǇƭŜ ōŜƭƻǿΣ ǘƘŜ ŜƭŜŎǘǊƛŎŀƭ ǇƻǿŜǊ ŘŜƳŀƴŘ ŦƻǊ ŀ ŦŀŎǘƻǊȅΧ

Implication: It is nonsense for anomaly detection papers to publish experimental results with four or 
five significant digits, when there is always large subjectively and uncertainty as to the ground truth. 

5000 5500 6000 6500 7000 7500 8000 8500

Å Many people have labeled a Friday holiday as an anomaly, that seems reasonable, right? 

Å IƻǿŜǾŜǊΣ WƻŜ ǎŀȅǎ άNo! The anomaly is at 5817, when the flood forced us to turn on the emergency pumpέ

Å !ƴŘ {ǳŜ ǎŀȅǎ άNo! The anomaly is the noise at 4900 to 5100, when we switch from gas to TIG weldingέ

Å .ǳǘ ¢ƛƳ ǎŀȅǎ άNo! The anomaly is at 5890, when daylight saving time made a day look longerέ

Å !ƴŘ .ƛŎ ǎŀȅǎ άNo! The anomaly is at 7420 when we turned off the night lights for an hour as part of IDAέ

Å My point is, we cannever know all the out-of-band possible causes for anomalies. We can never be sure that 
the anomaly we see, based on a priori or post-ƘƻŎ ƛƴŦƻǊƳŀǘƛƻƴΣ ƛǎ ǘƘŜ ƻƴƭȅ ƻǊ άōŜǎǘέ ŀƴƻƳŀƭȅΦ   



ÅA huge fraction of benchmark datasets are trivial to solve.

ÅTo make that claim more concrete, I will define trivial.

ÅA time series anomaly detection problem is trivial if it can be solved 
with a single line of standard library MATLAB code (or Python, R etc.) 

Å6ÌɯÊÈÕÕÖÛɯɁÊÏÌÈÛɂɯÉàɯÊÈÓÓÐÕÎɯÈɯÏÐÎÏ-level built -in function such as kmeansor 
ClassificationKNNor calling custom written functions. 

ÅWe must limit ourselves to basic vectorized primitive operations, such as mean, max, std, 
diff, etc.

ÅWe may allow a single magic number in our one-liner. But recall 
that many anomaly detection algorithms have up to a dozen 
ǇŀǊŀƳŜǘŜǊǎΣ ŀƴŘ ŀǘ ƭŜŀǎǘ ŀ ŦŜǿ ǎŜŜƳ άƳŀƎƛŎέ ǘƻ ƳŜΦ

The Benchmarks are often Trivial:




