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ABSTRACT
Finding the right window size has always been a challenging task 
for many domains in data mining such as classification, clustering, 
motif discovery, anomaly detection, and time series prediction. The 
window size parameter is mostly given by experts or is based on 
domain knowledge. Failure to provide an appropriate window size 
may result in poor outcomes in underlying time series data mining 
tasks. In this work, we present Multi-Window-Finder, a domain 
agnostic algorithm that can find different window sizes for various 
behaviors in the time series data. Our algorithm uses neighborhood 
information to find the right window size. We will demonstrate the 
utility and performance of our algorithm on diverse case studies and 
experiments, including a large collection of 250 datasets as part of 
the KDD Cup.

KEYWORDS
time series, window size, multi window sizes, subsequence length

ACM Reference Format:
Shima Imani, Alireza Abdoli, Ali Beyram, Azam Imani, and Eamonn Keogh. 
2021. Multi-Window-Finder: Domain Agnostic Window Size for Time Series 
Data. In MileTS ’21: 7th KDD Workshop on Mining and Learning from Time 
Series, August 14th, 2021, Singapore. ACM, New York, NY, USA, 5 pages.
https://doi.org/10.1145/1122445.1122456

1 INTRODUCTION
Many time series analysis tasks require a window size as an input of 
their underlying algorithms, including but not limited to classifica- 
tion, clustering, motif discovery, anomaly detection, chain discovery, 
segmentation, time series prediction, etc.

  Most recently, Matrix Profile has emerged as the state-of-the- 
art framework for finding time series motifs and anomaly detection. 
Time series motifs are approximately repeated patterns in real-valued 
data [3] [7] and anomaly detection refers to finding rare and occa- 
sional events that are significantly different compared to majority 
of the data [8]. Finding motifs and anomalies in the time series are
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Figure 1: The activities of a soccer player. The player walks for
a period, then proceeds with running and playing soccer. The
green vector represents the ground truth. Note that the corre-
sponding window size is shown next to each behavior in paren-
theses.

useful for exploratory data mining tasks and the window size would
be the single input parameter to achieve this task.

Another area that the window size could play an important role
is in whole time series clustering. Given a set of individual time
series data, the objective is to group similar time series into the
same cluster [6][9]. Here the individual items are assumed to have
been extracted and typically normalized to have the same length.
Extracting these individual time series data, need the knowledge of
the right window size.

Similarly time series chains use Matrix Profile as a subroutine
in its algorithm. As we mentioned earlier, Matrix profile takes one
parameter which is the window size. Most of the time this parameter
is given by an expert or domain knowledge is needed for tuning it.
A poor choice of window size parameter can result in failing to find
meaningful insights in the data.

Also, in some cases providing a variable window size can increase
the performance of these algorithms and generates more accurate
results. The authors [4] emphasized on the disadvantage of providing
a fixed window size as "discords are limited (because) a fixed length
must be specified in advance, making it a clearly sub-optimal ap-
proach for applications dealing with climate data events of varying
length".

In this work, we introduce Multi-Window-Finder algorithm that
can find different window lengths for time series data. Fig .1 shows
a time series that represents the training session of a soccer player.
The player initially warms up with exercises such as walking and
running, and then she starts to play soccer. This time series consists
of three different behaviors, each of which with different window
lengths. The Multi-Window-Finder algorithm is able to find all three
different window lengths as will be discussed later in Section 4.2.
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We organize the rest of the paper as follows: in Section 2, we
introduce the necessary notation and definitions. Section 3 introduces
related works. We explain our work, in Section 4. In Section 5, we
perform a comprehensive empirical evaluation. Section 6 draws
conclusions and suggests directions for future work.

2 DEFINITIONS AND NOTATION
We begin by describing the necessary notation and definitions. The
data type of interest is time series:

Definition 1 (Time series): A time series 𝑇 of length 𝑛 is a se-
quence of real-valued numbers: 𝑡𝑖 : 𝑇 = 𝑡1, 𝑡2, . . . , 𝑡𝑛 .

A local region of time series is called a subsequence:
Definition 2 (Subsequence): A subsequence𝑇𝑖,𝑚 of a time series

𝑇 is a continuous ordered subset of the values from 𝑇 of length 𝑚

starting from position 𝑖. 𝑇𝑖,𝑚 = 𝑡𝑖 , 𝑡𝑖+1, . . . , 𝑡𝑖+𝑚−1, where 1 ≤ 𝑖 ≤
𝑛 −𝑚 + 1.

Definition 3 (Moving mean): A moving mean is a calculation
used to analyze data points by creating a series of averages of differ-
ent subsequences in the time series. Most of the time, moving mean
is used to mitigate the effects of small fluctuations in the time series
data.

3 RELATED WORK
Many data mining tasks require window size which ought to be
provided based on expert knowledge or field domain. Given the fact
that window size is a crucial parameter towards optimal performance
of such tasks, here we briefly discuss some of the existing research
on time series window size calculation.

Madrid et al. [7] introduced Pan Matrix Profile (PMP), for all
subsequences of all lengths, which allows for parameter-free motif
discovery. Note, this algorithm uses an upper bound for the window
size. In classic motif discovery algorithm, the user can run the matrix
profile to find the pattern. However, matrix profile needs a window
size parameter. Pan Matrix Profile runs the matrix profile for all
different window sizes and since it computes the Pearson correlation,
the algorithm can compare patterns of different window sizes to each
other. Then it finds the motif that has highest Pearson correlation.

Also Gao et al. [5] introduced a series of tools to allow interac-
tive discovery of variable-length time series motifs. However, this
work is different from PMP. Firstly, because they use a discretized
representation of the data (for efficiency), they end up finding ap-
proximate answers. Secondly, they only return information about a
small subset of the patterns, whereas PMP contains exact distances
for all subsequences of all lengths.

In a similar effort, [8] proposed a variant of Matrix Profile, namely
MERLIN, which is suited at finding discords (i.e. subsequences of a
time series that are maximally far away from their nearest neighbors)
of arbitrary length in the time series.

It is worthwhile to mention the Fast Fourier Transform (FFT)
can be used to find optimal window size. The FFT converts the
signal from time domain into the frequency domain and vice versa.
However, FFT generates a poor result when you have time-variant
and non-stationary data or when working with sharp corners. As we
show later for some of the time series data due to the existence of
spikes, dropouts or noise FFT algorithm would generate poor results.

Figure 2: top) The zoom in version of the time series data bot-
tom) The time series corresponds to Arterial Blood Pressure.

4 FINDING WINDOW SIZES OF TIME SERIES
In this section we introduce Multi-Window-Finder algorithm, which
allows us to find all window lengths relevant to the time series data.
The assumption of this algorithm is that each behavior is repeated
for couple of times.

One might say that through asking an expert or domain knowledge
might be enough to find the right window size. However, human
error can never undermined. Moreover, in many cases where we have
a steam of data or a lot of time series, asking an expert or domain
knowledge is not a scalable solution. Note that our algorithm is
very efficient and fast, which can automate the burdensome and
time-consuming task of determining window size.

4.1 Multi-Window-Finder
The intuition behind this algorithm is that the error towards moving
average for any given window size will decrease as we get closer
to the actual window size of time series, and increases as we get
farther.

To make this clear, let us explain through an example. Suppose
we have a time series of Arterial Blood Pressure (ABP) of a patient,
as in Fig. 2 (bottom). A snippet of the Arterial Blood Pressure time
series is shown in Fig. 2 (top).

Let us compute the moving average of this time series for different
window sizes. Fig. 3 shows the small section of the moving averages
for different window sizes. The black dashed line is the mean value
of these moving averages. From the left subplots we can see that
as we increase the window size of the moving average, the moving
average distance to the mean (black dashed line) decreases, however,
in the right subplots as we increase the window size the moving
average distance to the mean increases. The right window size is the
one that the moving average has the lowest distance to the mean.

From this observation we can compute the time series actual
window size. First we compute the moving average for different
window sizes and then we compute the distance of these moving
averages from the total mean of moving average for each window
which we call it moving-dist meta time series, as shown in Fig. 4.
Next, we locate the first valley of the moving-dist meta time series,
which represents the minimum window size for the time series data.
Note that the next valley is almost two times bigger in size compared
with the first valley and the third valley is three times bigger than the
first valley and so on. Using this information, we can compute the
confidence interval of the window size. First we compute the error
using the standard deviation of these windows and then compute the
confidence interval using error. For this time series the window size
is 240 with the confidence of % 96.
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Figure 3: left) The moving average corresponding to window
sizes 100, 150 and 240. The black dashed line is the mean of the
moving average. Right) The moving average corresponding to
window sizes of 240,300 and 350. The black dashed line is the
mean of the moving average.

Figure 4: Moving-dist corresponding to the time series of arte-
rial blood pressure for different window sizes. The red dots are
the local minimums.

The main algorithm for finding window size is outlined in Algo-
rithm 1, and its subroutine that computes the moving average for
different window sizes is outlined in Algorithm 2. In Algorithm
1, we compute all the moving averages and then we compute the
residuals which would be the absolute distance of moving average
from its mean value. After computing residuals, we compute local
minimums and subsequently compute the window size and confi-
dence interval. For simplicity in Algorithm 1 we set the parameter
‘e’ which is the maximum length of window size to some large value
(e.g. 1000 here). In general, we continue increasing the window size
until we find at least three local minimum as shown in Fig. 3, which
means this algorithm is parameter free.

4.2 Time series with different window sizes
Often the time series consists of different behaviors. For example,
most of the time series that is generated by human activities consist
of different activities such as running, walking, cycling and etc. A
data analyst might ask: How can we find window size for such a time
series? In this section, we expand our method of finding one window
size to find a meta-time series that represents a variable window size
for each section of time series.

For illustration of our method, we use PAMAP physical activity
monitoring dataset [1]; which contains a wide range of everyday
household and fitness activities performed by a number of human
subjects. The data is generated by subjects wearing 3D inertial mea-
surement units (IMUs) and a heart rate (HR) monitor. This dataset
has been used for many other tasks such as activity recognition,
segmentation, feature extraction, and classification.

Algorithm 1 Multi-Window-Finder
Input: time series 𝑇
Output: window size 𝑤 , confidence 𝑐

1: 𝑠 ←− 10, 𝑒 ←− 1000,𝑤𝑠 ←− 𝑒𝑚𝑝𝑡𝑦

2: for 𝑤 ←− 𝑠 to 𝑒 do
3: MA=moving-avg(T, w) //Algroithm 2
4: moving-dist←− 𝑆𝑢𝑚(𝐿𝑜𝑔(𝑎𝑏𝑠 (MA−𝑚𝑒𝑎𝑛(MA)))
5: 𝑤𝑠 ←− 𝑤
6: end for
7: local-min=diff(sign(diff(moving-dist))) > 0).nonzero()[0] + 1
8: for i in local-min do
9: 𝑟𝑒𝑠 ←− 𝑤𝑠 [𝑖]/(𝑖 + 1)

10: end for
11: 𝑤 =𝑚𝑒𝑎𝑛(res)
12: 𝑐 = 1 − 𝑠𝑡𝑑 (res)
13: return 𝑤, 𝑐

Algorithm 2 Moving Average
Input: time series 𝑇 , window-size 𝑤
Output: moving average moving-avg

1: moving-avg=cumsum[T] //cumulative sum
2: moving-avg[𝑤 :] = moving-avg[𝑤 :] −moving-avg[: 𝑤]
3: 𝑚𝑜𝑣𝑖𝑛𝑔 − 𝑎𝑣𝑔 = moving-avg[𝑤 − 1 :]/𝑤
4: return moving-avg

Figure 5: The meta-time series (pink) generated by Multi-
Window-Finder algorithm which corresponds to variable win-
dow sizes of time series. Time series corresponding to walking,
running and playing soccer behaviors (blue).

Figure 6: Three instances of (left) walking, (center) running and
(right) playing soccer behaviors.

Consider a time series that represents training session of a soccer
player, as in Fig .1. The player initially warms up with exercises
such as walking and running, and then starts to play soccer. Fig .5
(bottom) shows a time series consisted of walking, running and
finally playing soccer from a hip-mounted accelerometer collected
at 100 HZ. To find the best window size for this time series, we will
run Algorithm 1 for small batches of this time series. This can help
us to generate a meta-time series that represents window size for
each section of time series. The result is shown in Fig .5 (red). As
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Figure 7: bottom) Time series data. top) The red vector repre-
sents the results of Multi-Window-Finder algorithm.

Figure 8: The blue snippet corresponds to the position of 1000
and the red snippet corresponds to the position of 150k of the
original time series as shown in Fig. 7

you can see this time series has a different window size for each
behavior. To compare our results with the ground truth, we extract
one generic pattern from each behavior as shown in Fig .6. As you
can see, our results are very close to the value of the ground truth
window sizes. The capability of finding different window sizes can
help us to find the better quality motifs, discords and subsequently
do better with other data mining tasks.

Let us consider another example. Suppose a user wants to analyze
the time series of Fig. 7. The first question the user might ask is What
is the window size of this time series so I can run motif discovery
algorithm? By randomly sampling parts of this time series, the user
learns that this time series consist of one behavior. However, If the
user runs Multi-Window-Finder algorithm, surprisingly it shows two
different window sizes for this time series.

Fig. 8 shows the zoomed in version of this time series from two
different regions. The red region belongs to the beginning of the
time series (staring position at 1000) and the blue snippet belongs to
the last part (starting position at 150k). For visualization purposes,
Fig. 8 shows this two snippets on top of each other. For the period
of 5000 points, one behavior in the red snippet appears ten times
however the blue behavior repeats twelve times which means there
are two different window sizes. The behavior of this time series has
changed after some time. Note, this information provides the user
with better insight of time series and this user might investigate the
reason for this change.

4.3 Time Complexity
For computing the window size, we need to compute moving mean
of time series which takes 𝑂 (𝑛) where 𝑛 is the length of time series.
Given that we are running the algorithm for different window sizes,
the complexity is 𝑂 (𝑘𝑛). Note, we are assuming the window size is
small in comparison to 𝑛 which means 𝑘 is small.

5 EXPERIMENTAL EVALUATION
In this section, we demonstrate performance and superiority of Multi-
Window-Finder through experiments. To ensure that our experiments
are easy to reproduce, we have created a website that contains all

Figure 9: Two snippets of time series dataset from KDD cup. top) data
with drop out bottom) data with noise.

code and materials for all experiments [2]. We used the time series
collection of KDD Cup 2021 that contains 250 time series datasets.
This collection contains a variety of time series related to different
domains such as human behavior and health domain. Although the
collection in the KDD Cup is aimed at detecting anomaly, we will
use this collection for the purpose of finding window size which is
needed for most anomaly detection algorithms.

Fig .9 shows a snippet of time series for a few datasets in this
collection. We ran FFT algorithm as well as Multi-Window-Finder
algorithm to find the window size as shown in Table 1. As we can see
from the results, the existence of noise or spikes negatively impacts
the output of FFT algorithm and produces inaccurate results.

Table 1: The performance of FFT and Multi-Window-Finder
algorithms.

Time Series Ground Truth FFT Multi-Window-Finder
A 150 83 161
B 100 930 105

We further asked an expert in the time series domain to label
window size of all the time series in this collection. This can help us
to compare the results of Multi-Window-Finder algorithm against the
ground truth. We measure the performance of Multi-Window-Finder
algorithm using the following formula.

𝑠𝑢𝑐𝑐𝑒𝑠𝑠_𝑟𝑎𝑡𝑒 =

{
1 𝑎𝑏𝑠 (Windowground truth−Window)

Windowground truth
) ≤ 0.5

0 otherwise

For the success rate, if the output of our Multi-Window-Finder
is close to the ground truth window, then we count it as success,
otherwise we count it as no success. Then we sum up all successes
and report the total success for the whole collection. The results are
shown in Table 2.

Table 2: Total success rate of FFT and Multi-Window-Finder
algorithms.

KDD cup dataset FFT Multi-Window-Finder
250 time series 171 190

As you can see the results are very promising. Out of 250 time
series, in 190 of these time series Multi-Window-Finder algorithm is
accurate. We further investigated the discrepancy between the results
of Multi-Window-Finder algorithm and the ground truth. For some
of the cases, the time series has more than one window size which
reporting just one was not ideal. In other cases, the Multi-Window-
Finder result is twice bigger than the ground truth and we do not
know what the correct size for these time series.
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6 DISCUSSION AND CONCLUSIONS
We have introduced Multi-Window-Finder algorithm which enables
the user to find an appropriate window size for the time series. In
addition, the expanded version of this algorithm is able to find a
variable window size for time series data. Window size is a parameter
that is needed for many of the algorithms in data mining discovery
analysis and in many cases it is given by an expert of the domain.
Using Multi-Window-Finder algorithm we are able to make these
algorithms, parameter-free. In future work, we want to expand this
algorithm to handle multi dimensional time series data and test on
more dataset of time series data.
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